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Abstract—As online social networks have grown in popularity,
teenage users have become increasingly exposed to the threats
of cyberbullying. The primary goal of this research paper is
to investigate cyberbullying behaviors in Vine, a mobile based
video-sharing online social network, and design novel approaches
to automatically detect instances of cyberbullying over Vine
media sessions. We first collect a set of Vine video sessions and
use CrowdFlower, a crowd-sourced website, to label the media
sessions for cyberbullying and cyberaggression. We then perform
a detailed analysis of cyberbullying behavior in Vine. Based on
the labeled data, we design a classifier to detect instances of
cyberbullying and evaluate the performance of that classifier.

I. INTRODUCTION

Mobile social networks like Instagram, Vine and Snapchat
are booming in popularity, spurred by the revolution in smart-
phones, and therefore represent a natural target for investigat-
ing cyberbullying. Vine (purchased by Twitter) in particular
is interesting because it offers the opportunity to explore
cyberbullying in the context of video-based communication,
which has been gaining popularity recently. Vine is a mobile
application that allows users to record and edit six-second
looping videos, which they can share on their profiles for
others to see, like and comment upon. Cyberbullying can hap-
pen in Vine in many ways, including posting mean, aggressive
and hurtful comments, recording video of others without their
knowledge and then sharing the Vines as a way to make fun
of or mock them, and playing “the slap game” in which one
person records video while another person slaps or hits a
person in order to record a reaction. They later share the Vine
for the world to see. There are even violent versions called
“knock-out” where someone punches an unsuspecting person
in an attempt to knock them out [1]. Figure 1 provides an
illustration where the profile owner is victimized by hurtful
and aggressive comments posted by others.

In the following research analysis, we make a distinction
between cyberaggression and cyberbullying. Cyberaggression
is defined as a type of behavior in an electronic context that is
meant to intentionally harm another person [2]. Cyberbullying
is defined in a stronger and more specific way as aggressive be-
havior that is carried out repeatedly in OSNs against a person
who cannot easily defend himself or herself, creating a power
imbalance [2], [3]. Thus in order to understand cyberbullying,
the factors of repetition of aggression and imbalance of power
must be taken into account.

Fig. 1. An example of cyberbullying on Vine. The image is just a snapshot
of the 6-second video.

In this paper, we make the following contributions:

• We investigate cyberbullying behavior in Vine, a
video-sharing mobile social network by labeling the
videos along with the comments associated with them
according to the appropriate definition of cyberaggres-
sion and cyberbullying.

• We present a thorough analysis of the labeled videos,
the associated comments, different features and meta-
data of the media-sessions and the relationship be-
tween these features and both cyberaggression and
cyberbullying.

• We design and evaluate classifiers to effectively iden-
tify instances of cyberbullying based on the labeled
data and all the features associated with the videos
and comments.

II. RELATED WORK

Previous research on “cyberbullying” is more accurately
described as research that is focused on studying cyberag-
gression [4],[5],[6],[7],[8],[9],[10],[11],[12],[13],[14] as these
research did not take into account the repetitive nature nor
the power imbalance of the cyberbullying definition. Also,
they are primarily focused on analyzing and labeling text-
based comments[6], [8]. Some researchers [15],[16] have tried



to incorporate other information to detect bullying behavior
and victims, such as looking at the number of received and
sent comments, or considering some graph properties besides
just text features[17]. While research investigating profanity
in Ask.fm [18] and Instagram [19] provided some insights
into cyberaggression, it did not label the data for either
cyberaggression or cyberbullying. [20] suggested a framework
for using images besides text for detecting cyberbullying, and
recent work has studied cyberbullying in the Instagram mobile
social network [21], where labeling of media sessions (shared
image+associated comments) has correctly distinguished be-
tween cyberaggression and cyberbullying, and a classifier was
developed based on the labeled data. To our knowledge, our
paper is the first to study cyberbullying in the context of a
video-based mobile social network, in particular Vine.

III. DATA COLLECTION

To collect data from Vine, we applied the snowball sam-
pling method in which we selected one random user us as a
seed and then collected all the users that us is following. We
then repeated this process for each new user ui, i.e., collecting
all users followed by ui. The reason that we traversed the
following instead of the follower network is that in social
networks like Vine, there are some well-known celebrities and
popular users who tend to have a lot of followers, whereas
it is relatively rare to come across a user who is following
a large number of users. Thus, to keep the number of users
in the network manageable, we traced the following network.
By applying the aforementioned policy, we collected Vine
information for 59, 560 users. For each user, we collected the
user id and profile information such as user name, full name,
location (if any), profile description, number of videos posted
by that user and the post ids, the number of followers who
follow that user and their user ids and the number of users that
the user is following and their user ids. After collecting all the
videos posted by these users, we collected all the comments,
user ids of the users who commented on that video, total
number of likes and user ids who liked that video, number of
times that video has been viewed and the number of times it
was re-posted or shared by some other users. We refer to each
posted video along with all the likes and comments associated
with it a media session. In total, about 652K media sessions
were collected.

After collecting the media sessions, we selected those
media sessions that have at least 15 comments. We did this
filtering because our ultimate goal was to detect cyberbullying
in the media sessions, and in order to identify cyberbullying in
a session, we needed a sufficient number of comments so that
the labelers could assess the frequency/repetition of profanity
that would fit the definition of cyberbullying. This filtering
gave us 436K media sessions. We computed the profanity of
each one of these media sessions. For this purpose we followed
the profanity word dictionary provided in [22] . We considered
a comment in a media session as profane if that comment had
at least one profane word in it. We acknowledge the fact that
cyberbullying can also take place where profane words are not
used but we felt that detection of profanity word usage would
give us good insights into an important form of cyberbullying
occurring in media sessions.

Figure 2 shows the complementary cumulative distribution
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Fig. 2. CCDF of profanity percentage and fraction of media sessions.

function (CCDF) of the percentage of profanity for our media
sessions. We called a media session x percent profane if x
percent of the comments associated with that media session
had at least one profane word in it. The figure shows that
most of the selected media sessions have less than 25 percent
profanity. The fraction of media sessions with more than 40
percent profanity was fairly low. A key finding of this profanity
analysis of media sessions is that in Vine, the percentage of
high profanity-containing media sessions is quite low.

Our next step was to collect a subsample from these media
sessions so that we could conduct our labeling survey. For this
purpose, we created 6 bins where each bin represents a range
of % of comments with profanity. The ranges we selected are
0 ∼ 10%, 11 ∼ 20%, 21 ∼ 30%, 31 ∼ 40%, 41 ∼ 50% and
lastly 51 ∼ 100%. After that, we randomly sampled 170 media
sessions from each of the first 5 bins and 119 media sessions
from the last bin, as it had only that many media sessions.
That gave us in total 969 media sessions, each belonging to a
distinct user, providing a broad distribution of media sessions
with differing profanity for our labelers.

IV. LABELING METHODOLOGY

In this section, we delineate the way we designed our
labeling survey for the set of media sessions we sampled from
the complete set of media sessions as described in Section III.
While designing the survey, our first goal was to choose the
appropriate definitions of cyberbullying and cyberaggression
as described in Section I. Cyberaggression is a broader term
that includes using digital media to intentionally harm another
person [2], whereas cyberbullying is a more restrictive form
of intentional cyberaggression that is carried out repeatedly
in an electronic context where the victim cannot easily de-
fend himself or herself because of a power imbalance [2],
[3]. Therefore, cyberbullying means existence of intentional
repeated aggression and an imbalance of power between the
victim and the perpetrators[23], [2], [24], [25]. Examples of
aggression include usage of negative content, words, phrases
and abbreviations such as hate, fight, kill, stfo. The imbalance
of power can come with a variety of forms that pervades



physical, social, relational and psychological aspects [26], [27],
[28]. From the context of OSNs, examples can include one
user being more technologically expert than the another [29],
a group of users targeting one user, or a popular user targeting
a less popular one [30]. Repetition of cyberbullying can occur
over time or by forwarding/sharing a profane comment or
video with multiple individuals [30], [1] or when an individual
repeatedly posts aggressive comments against a victim.

Fig. 3. An example of cyberbullying labeling. The labeler would be shown
the 6-second video, though here we can only show a snapshot of the video. The
comments associated with the media are on the right in a scrollable interface.

Vine is a mobile based online video-sharing social network
where people can view, like and comment on a video posted
by a user. They can also “revine” someone else’s video in
their own profiles. When someone revines, that video is not
considered as his/her own authored video. As described in
Section III, we define each media session in Vine as the
shared video along with its associated number of comments,
likes, views and the list of comments. In order to understand
cyberaggression and cyberbullying in this multi-modal (textual
and multimedia) context, we designed our survey to incorpo-
rate both the video shared and its associated comments so
that the human labelers can make an informed and contextual
decision when participating in the survey. Figure 3 illustrates
an example of an instance of a media session in our survey.
The video is on the left while a scrollable interface contains
all the comments associated with that shared video along with
the usernames who commented to help the participants decide
whether the aggressiveness is repetitive. With the help of an
expert in Behavioral Science, we decided to ask the labelers
two questions, whether the media session is an instance of
cyberaggression or not and whether the media session is an
instance of cyberbullying or not [21]. Each media session was
labeled by five contributors.

To maintain the quality of the survey, we had to make sure
the participants were of the highest quality. First to ensure that
the prospective participants were properly trained prior to their
participation, they were given clear instructions explaining
the distinctions between cyberaggression and cyberbullying
along with answers to an example set of media sessions. After
that, to filter out users with questionable quality, the potential
labelers were asked to answer a set of test questions. The

labelers needed to answer a minimum number of test questions
correctly to be qualified to participate in the survey.

On top of using the test questions, random quiz questions
were asked in the middle of the actual survey to monitor the
quality of survey. To ensure that the labelers did not rush
through the job, a minimum time threshold of 60 seconds
was also set to filter out labelers who hurried through the
job. This was based on our empirical observation about a
minimum amount of time that was needed for a careful perusal
of the comments associated with the media sessions in order
to provide answers to the questions asked in the survey.

V. ANALYSIS OF CYBERBULLYING LABELING

Each of the sampled media sessions were submitted to
CrowdFlower for labeling of cyberaggression and cyberbul-
lying by five different participants. The incentive for the
survey was money. A judgment was considered trusted if
the trust score was at least 0.8, which was computed by
CrowdFlower by incorporating the contributor’s performance
in answering the test questions and his/her overall trust score in
CrowdFlower, thus giving us in total 4795 trusted judgments
for 959 media sessions with 10 test questions. Average test
question accuracy for the trusted, untrusted and all contributors
were 86%,44% and 69% respectively. The contributors showed
76.6% and 79.49% agreement for the two questions, namely
whether the media session constituted cyberaggression or not
and whether the media session constituted cyberbullying or
not.
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Fig. 4. Fraction of media sessions that have been voted k times as
cyberaggression and cyberbullying.

During the survey, CrowdFlower assigned a degree of trust
to each labeler that was computed from the percentage of
correctly answered test questions. This was then incorporated
with the majority voting method to assign a confidence level
to each survey question’s answer. We took into account this
weighted confidence level given by CrowdFlower to decide
whether a result was dependable or not. By taking the answers
with confidence level of 50 percent or more, we show in Figure
4 the distribution of the labeled answers for the questions asked
about cyberaggression and cyberbullying. Higher number of
votes for a particular question for a given media session means



higher trust and confidence level for the given answer. Five
votes for a question means an agreement that is unanimous.
Figure 4 shows the percentage of media sessions that have
been voted as cyberaggression and cyberbullying respectively.
As it can be seen from the figure, most of the probability mass
is around 0, 1, 2 number of votes for both cyberaggression
and cyberbullying. Also it is seen that only 0.21 and 0.14
fraction of the sampled posts have received 4 or more votes for
cyberbullying and cyberaggression respectively, which shows
that labeling cyberaggression and cyberbullying is less unani-
mous than for Instagram [21]. Further investigation is needed
to identify whether the motion/looping videos exhibited in
Vine media sessions are a contributing factor for this lack of
unanimity among labelers.
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Next, we show in Figure 5 the fraction of the sampled
sessions that were labeled as cyberaggression and cyberbul-
lying for different binned ranges of profanity percentage in
media sessions. The figure clearly shows a pattern of increasing
instances of cyberaggression of cyberbullying as the profanity
percentage in the media session increases. However, out of
media sessions with more than 50 percent profanity, only
54 and 61 percent of media sessions have been labeled as
cyberbullying and cyberaggression respectively. This strongly
suggests that we cannot simply employ the percentage of
profanity in a media session as the primary indicator of
cyberaggression or cyberbullying. Our classifier will need to
be more sophisticated. As a result, we were able to claim that
profanity in a Vine media session can be one of the many
indicators of cyberbullying but not the only one.

Figure 6 shows a two dimensional heatmap investigating
the distribution of media sessions as a function of the number
of votes each media session received for cyberaggression
and cyberbullying. We plot this heatmap to understand the
relationship between labeled cyberaggression and labeled cy-
berbullying media sessions. From the figure, we see that a
significant portion of media sessions lie along the diagonal,
which shows strong agreement between cyberaggression and
cyberbullying receiving same number of votes from the label-
ers. This is expected as we know cyberbullying is one form

Fig. 6. Two dimensional distribution of number of media sessions as a
function of the number of votes given for cyberaggression versus the number
of votes given for cyberbullying, assuming five labelers.

Fig. 7. Two dimensional distribution of number of media sessions as a func-
tion of the number of votes given for cyberaggression(L) and cyberbullying(R)
for different profanity bins, assuming five labelers.

of cyberaggression so if there is an instance of cyberbullying
in a media session, it is also likely that the media session
also exhibits cyberaggression. The strength of energy along
the diagonal slowly decreases along the diagonal as we move
from low (0) to high number of votes (5) which means strong
agreement for the media sessions in terms of receiving as low
as 0 or 1 votes but not as much for votes as high as 5 votes. We
hypothesize that this is because determining whether a media
session has cyberaggression was pretty straightforward. Thus,
when a media session had no cyberaggression it was almost
likely that the media session did not exhibit cyberbullying too
which is why the top left portion of the diagonal shows such
strong energy. On the contrary, determining whether a media
session exhibited cyberbullying was not as straightforward as
cyberaggression because the labelers had to take into account
the imbalance of power and repetitions of aggression. That
is why when a media session shows a good amount of
cyberaggression and thus receiving a high number (4, 5) of
votes for it, there is not as much agreement for cyberbullying.

The area below the diagonal also shows a fair amount
of energy, which are for the media sessions that have more
cyberaggression votes than cyberbullying votes. This means
there are a good number of media sessions (300 out of
969) that have received more votes for cyberaggression than
cyberbullying. If we look more closely, we observe that, of
the media sessions that received as few as 0 or 1 votes for
cyberbullying, a good portion of them (162) received as high



as 2,3 or 4 votes for cyberaggression. This analysis enabled
us to claim that in Vine, not all media sessions that exhibit
cyberaggression are instances of cyberbullying.

We also observe a small number of media sessions(45) that
lie just above the diagonal, which means some labelers have
labeled a media session as cyberbullying but not cyberaggres-
sion. We think these are anomalies, but plan to investigate
these further in the future.

To more deeply understand the loose relationship between
profanity and both cyberaggression and cyberbullying, we plot
two heatmaps in Figure 7. From the figure, it can be seen that a
significant number of media sessions with very high percentage
of profane comments received as low as 0 or 1 votes for both
cyberaggression and cyberbullying. This again clearly shows
that just profanity word usage alone in the comments of a
media session cannot be the only indicator of whether a media
session is an instance of cyberaggression or cyberbullying.
For example, we observed many users who employ profanity
words as a show of affection. However, there is still a trend
in which the main energy/mass for media sessions with low
profanity percentages is concentrated among low numbers
of votes for cyberaggression and cyberbullying, while media
sessions with higher profanity percentages concentrate their
mass around higher numbers of votes for cyberaggression and
cyberbullying. This shows that although profanity usage cannot
be the only indicator, it has the potential to be one of the
indicators to identify instances of media sessions in Vine that
exhibit cyberaggression and cyberbullying.

VI. CLASSIFIER PERFORMANCE

Based on the labeled data from CrowdFlower, we pro-
ceeded to design and evaluate classifiers that could detect
cyberbullying behavior in Vine. By taking labelings with at
least 60% confidence to make sure we had at least 3 out of 5
people agreeing on the labeling, we saw that about 31% of the
media sessions were labeled as cyberbullying, which created an
unbalanced data set. To train the classifier, therefore we used
a balanced dataset and to test the performance of the classifier,
we used an unbalanced dataset that reflects the potential real-
world scenario. The numbers of precision and recall provided
in Table I are for the cyberbullying class.

Four types of features were then used as input to the clas-
sifiers, namely media session features, profile owner features,
comment-based features and N-grams. Media session features
included the number of likes, comments and views along
with the sentiment of the caption of the media. To perform
sentiment analysis, we applied python’s NLTK library. Profile
owner features included the number of followers, followings
and media posted by the profile owner. For the comment-
based features, we included sentiment analysis of each of the
comments.

By considering the aforementioned features, we employ
four classifiers namely Naive Bayes, AdaBoost, Decision-
Tree and RandomForest with 10-fold cross-validation. Table
I demonstrates the very best combination of features that
achieves the highest accuracy for each classifier.AdaBoost
achieved the highest accuracy of 76.39%, using a combina-
tion of profile owner, media session, comment features and

unigrams. In comparison, classifiers designed to detect cy-
berbullying in the similar media-based mobile social network
Instagram, using the same definition of cyberbullying, achieved
accuracy above 80% on a balanced data set [21]. We believe
the greater accuracy for Instagram detection of cyberbullying
vs Vine arises from the fact that Instagram labelers were
mostly in agreement in labeling image-based media sessions
as cyberbullying or not, whereas labelers of Vine video-based
media sessions lacked unanimity in terms of deciding whether
a session was cyberbullying or not, producing many 2 and
3-vote results, as shown in Section V.

VII. DISCUSSION AND FUTURE WORK

We plan to consider more sophisticated algorithms like
Gradient Boosting classifiers in the future. We plan to con-
sider other features as well. For example, differentiating the
activities in the videos shared in Vine may prove helpful,
namely is the activity related to sports, dancing, walking,
etc. We would like to build automated classifiers so that
the video activity category can be automatically input to the
cyberbullying detection classifier. We also intend to utilize
automated emotion detection classifers as described in [31]
and [32]. Another research direction is to analyze the different
types of cyberbullying that take place in OSNs. We plan to
label the cyberbullying instances such as racial, sexual etc
and then design a classifier to detect these different types of
cyberbullying.

VIII. CONCLUSIONS

This paper makes the following contributions. To our
knowledge, this is the first research paper to conduct a detailed
investigation of cyberbullying in the context of a video-based
mobile social network, namely Vine. An appropriate definition
of cyberbullying was given that differentiated itself from cyber-
aggression by including repetition of aggression and imbalance
of power in an electronic context. Then, that definition was
incorporated in labeling the media sessions of Vine. Next, a
detailed analysis of the labeled media sessions was performed.
Finally, using the labeled media sessions, different classifiers’
results are presented across different performance metrics that
used features derived from user, media session, comment
features.

The key findings from this research are as follows. First,
we found that the percentage of high profanity-containing
media sessions in Vine is quite low. Second, we discovered
that a significant fraction of the high profanity-containing
media sessions were not labeled as cyberbullying, though in
general there was a trend towards increasing identifications of
cyberbullying as the percentage of profanity increased. This
suggested that the percentage of profanity in a media sessions
should not be used as the sole indicator of cyberbullying, but
should be supplemented by other input features to the classifier.
Third, we found that not all media sessions that exhibit
cyberaggression are instances of cyberbullying, validating the
need to apply a stricter definition of cyberbullying. Fourth, we
demonstrated that AdaBoost achieved the highest accuracy of
76.39%, using a combination of profile owner, media session,
comment features and unigrams.



Classifier Features Accuracy Precision Recall

AdaBoost (profile-owner+media-session+comment)features+unigram 76.39 71.38 54.51

Random Forest (profile-owner+media-session+comment)features+unigram 75.25 75.69 63.2

Naive Bayes media session features 74.53 82.59 48.62

Decision Tree (media-session+comment)features+bigrams 73.3 64.2 50.3
TABLE I. DIFFERENT CLASSIFIER’S ACCURACY PERCENTAGE PERFORMANCE COMBINING MEDIA,USER,COMMENT FEATURES, UNIGRAMS, BIGRAMS

AND TRIGRAMS
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[28] J. Pyżalski, “Electronic aggression among adolescents: An old house
with,” Youth culture and net culture: Online social practices, p. 278,
2010.

[29] R. M. Kowalski, G. W. Giumetti, A. N. Schroeder, and M. R. Lattanner,
“Bullying in the digital age: A critical review and meta-analysis of
cyberbullying research among youth.” 2014.

[30] S. P. Limber, R. M. Kowalski, and P. A. Agatston, Cyber bullying: A
curriculum for grades 6-12. Center City, MN: Hazelden., 2008.

[31] L. De Silva, T. Miyasato, and R. Nakatsu, “Facial emotion recognition
using multi-modal information.” IEEE, 1997, pp. 397 – 401.

[32] Y. Sun, N. Sebe, M. S. Lew, and T. Gevers, “Authentic emotion
detection in real-time video,” in Computer Vision in Human-Computer
Interaction. IEEE, 2004, pp. 94–104.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


