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Speech Recognition Problem - HMM

 d  ʌ     z   n  ɑ    t
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Acoustic Model - 1980s to 2011 - 
GMMs

● Easy to fit by 
plugging in to 
baum-welch (EM)

● Fast to train and 
decode

● Can fine-tune using 
discriminative post-
training (MMI)



Acoustic Model - 2011-Today - 
Neural Nets



Neural Net - Pretraining V-H Units

Gaussian-Bernoulli RBM:



Neural Net - Pretraining H-H Units

RBM:



Neural Net - Fine Tuning (Backprop)



Tweaks - Maximum Mutual 
Information Training

more closely related to objective (sequence labeling)
~5% relative gain in accuracy

transition probabilities (HMM) agreement between 
activations + hidden units



Tweaks - Convolutional Nets

Source: “Convolutional Neural Networks for Speech Recognition” O. Abdel-Hamid et 
al, IEEE Transactions on Audio, Speech, and Language Processing, Oct 2014

~5% relative gain in accuracy



Why are DNNs > GMMs?

Hinton’s story:
● RBM is a “Product of experts” model, 

whereas GMM is a “Mixture of experts” 
model
○ “Each param of a product model is constrained by a 

large fraction of the data”
● DNNs can model simultaneous events, 

GMMs assume 1 mixture component 
generates observation

● DNNs benefit more from context frames



Experiments



Developments Since 2012

Better hardware means bigger training sets
○ 2011 - several hundred hours of training data
○ 2015 - 100,000 hours of training data (Baidu 

DeepSpeech, 10k + 90k synthesized)

“Currently, the biggest disadvantage of DNNs 
compared with GMMs is that it is much harder 
to make good use of large cluster machines to 
train them on massive data sets.”
> No longer true! (GTC 2015)



Developments Since 2012

Learn the features - raw filterbank/FFT 
energies outperform hand-engineered 
MFCCs/PLPs (esp. in noisy environments*)

Lots of hacks and tweaks:
○ Dropout/ReLU/etc - no need for pretraining
○ Recurrent nets
○ Data augmentation - primarily the addition of noise

* “Deep Speech: Scaling up end-to-end
speech recognition” - A. Hannum et al, 2015


