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Motivated by neuropsychological investigations of category-specific impairments, many functional brain imaging studies have found distinct patterns of neural activity associated with different object categories. However, the extent to which these category-related activation patterns reflect differences in conceptual representation remains controversial. To investigate this issue, functional magnetic resonance imaging (fMRI) was used to record changes in neural activity while subjects interpreted animated vignettes composed of simple geometric shapes in motion. Vignettes interpreted as conveying social interactions elicited a distinct and distributed pattern of neural activity, relative to vignettes interpreted as mechanical actions. This neural system included regions in posterior temporal cortex associated with identifying human faces and other biological objects. In contrast, vignettes interpreted as conveying mechanical actions resulted in activity in posterior temporal lobe sites associated with identifying manipulable objects such as tools. Moreover, social, but not mechanical, interpretations elicited activity in regions implicated in the perception and modulation of emotion (right amygdala and ventromedial prefrontal cortex). Perceiving and understanding social and mechanical concepts depends, in part, on activity in distinct neural networks. Within the social domain, the network includes regions involved in processing and storing information about the form and motion of biological objects, and in perceiving, expressing, and regulating affective responses.

INTRODUCTION

Reports of category-specific impairments following brain injury or disease have motivated an ever-increasing number of functional imaging studies on category representation in the normal human brain. Many of these investigations have shown that object categories are represented by neural activity distributed across wide spread regions of cortex. It has also been established that many of these activations are found in processing streams associated with perception of specific object features such as form and colour (ventral occipitotemporal cortex), motion (posterior lateral temporal cortex; specifically, the middle temporal gyrus and superior temporal sulcus [STS], and with grasping and manipulating objects (left intraparietal sulcus and ventral premotor cortices). Moreover, different object categories evoke distinct patterns of activity in these regions (for recent reviews, see Josephs, 2001; Martin 2001; Martin & Chao, 2001; Thompson-Schill, 2002). For example, animate objects, as represented by pictures of human faces (e.g., Haxby, Ungerleider, Clark, Shouten, Hoffman, & Martin, 1999; Ishai, Ungerleider, Martin, Shouten, & Haxby, 1999; Kanwisher...
McDermott, & Chun, 1997), human figures (Beauchamp, Lee, Haxby, & Martin, 2002), and animals (e.g., Chao, Haxby, & Martin, 1999), show heightened activity in the lateral region of the fusiform gyrus and in STS, relative to a number of other object categories (houses, tools, chairs). In contrast, manipulable objects such as tools and utensils show heightened activity relative to animate objects in the medial portion of the fusiform gyrus (e.g., Chao et al., 1999), posterior region of the left middle temporal gyrus (e.g., Chao et al., 1999; Moore & Price, 1999), and in left intraparietal and ventral premotor cortices (e.g., Chao & Martin, 2000).

Although these object category-related patterns of activity have most often been found with tasks using object pictures, they have also been found when objects are represented by their written names (see above-cited reviews). These and related findings have led us to suggest that information about different object attributes and features are stored in these regions of cortex. Moreover, we have suggested that these regions are involved in both perceiving and knowing about features and properties critical for object identification (e.g., Martin, 1998).

For example, activity in posteriolateral left temporal cortex, just anterior to primary motion processing area MT, has been reported in multiple studies of object semantics. Naming pictures of tools, answering questions about tools, and generating action words in response to object pictures or their written names show enhanced activity in the left middle temporal gyrus. In contrast, naming pictures of animals and viewing human faces show enhanced activity in a more dorsal location centred on the STS, usually stronger in the right than the left hemisphere (see above-cited reviews). This region (STS) is of particular interest because it is involved in perceiving biological motion in both humans (e.g., Puce, Allison, Bentin, Gore, & McCarthy, 1998) and monkeys (e.g., Oram & Perrett, 1994). Moreover, we have recently shown that these regions are preferentially responsive to different types of object motion. Activity in the middle temporal gyrus was strongly and selectively enhanced by video clips of moving tools, while STS was selectively responsive to human movement (Beauchamp et al., 2002).

To explain these patterns of results, we suggested that, as a result of repeated experience with objects, regions in lateral temporal cortex become tuned to different properties of object-associated motion. For example, middle temporal gyrus may be tuned to unarticulated patterns of motion commonly associated with tools, whereas STS may be tuned to articulated patterns of motion commonly associated with biological objects (see Beauchamp et al., 2002, for details). In a similar fashion, ventral occipitotemporal cortex may become tuned to different properties of object form. Importantly, it is also proposed that, once these object-feature networks are established, they are active whenever an object concept is retrieved, regardless of the physical format of the stimuli used to elicit the concept (picture, word, moving shapes, mental imagery, etc.). Thus, activity in these regions can be driven bottom-up by features and properties, and top-down, as part of the representation of the concept.

The goal of the present experiment was to evaluate this idea by using the same stimuli to evoke different categories of conceptual representation. Specifically, we used functional magnetic resonance imaging to record changes in brain activity while subjects interpreted the motion of simple geometric forms (circles, rectangles, triangles) designed to elicit either social or mechanical concepts.

Behavioural studies, beginning with the seminal work of Heider and Simmel (1944), have documented that higher-order cognitive concepts such as causality and agency can be elicited from observing the motion of simple geometric stimuli (for review, see Scholl & Tremoulet, 2000). An interesting and important aspect of these demonstrations is that the moving shapes can elicit the concept of living beings (agents performing actions) who, in turn, are perceived as having goals and possessing intentional states such as beliefs and desires. If this is so, then it would be expected that the neural substrate associated with understanding the social world would include the same substrate that becomes active when perceiving animate
objects, in tandem with other regions. Indeed, using positron emission tomography (PET), Castelli and colleagues (Castelli, Happé, Frith, & Frith, 2000) reported evidence consistent with this hypothesis. Specifically, viewing vignettes modelled after Heider and Simmel’s original investigation, and designed to evoke theory of mind states (ToM; intention to deceive, surprise, etc.), elicited activity in several regions, including the fusiform gyrus and STS, relative to a random motion condition. The same findings held, although to a weaker extent, when the ToM vignettes were contrasted to animations depicting only simple, goal-directed activity (dancing, chasing, etc.; see also, Castelli, Frith, Happé, & Frith, 2002). One limitation of this study was that both of the meaningful conditions (ToM and simple, goal-directed animations) concerned the same conceptual domain (human interaction). Greater activity was elicited for the more complex or higher-level concepts, relative to the simpler ones. Thus, it is possible that the activations reported by Castelli and colleagues reflected only general, problem-solving processes involved in interpreting moving visual forms, rather than being specific to ToM or social interaction.

In the current study we designed vignettes to elicit two different types of conceptual representations: social interaction and mechanical action. Further, both vignette types were preceded by the same, ambiguous cue (“What is it?” cf. Castelli et al., 2000). Based on the above discussion, we predicted that animations interpreted as social would engage regions previously found to be associated with animate objects (humans and animals), whereas mechanical interpretations would be associated with sites previously linked to perceiving and knowing about tools. Specifically, within posterior regions, vignettes interpreted as social would be associated with bilateral activity in the lateral fusiform gyrus and STS, relative to vignettes interpreted as mechanical. In contrast, vignettes interpreted as mechanical would show enhanced bilateral activity in the medial fusiform, and the left middle temporal gyri. In addition, based on investigations of social cognition (see Adolphs, 2001, for review), we also expected to find activity in the amygdala, medial prefrontal cortex, and related areas for the social vignettes.

METHODS

Subjects

Twelve strongly right-handed individuals participated in the fMRI study (six female, mean age = 27.5 years, range 23–34, mean verbal intelligence quotient (VIQ) as estimated by the National Adult Reading Test = 121, range 112–128). Informed consent was obtained in writing under an approved NIMH protocol. Prior to the imaging study, responses to the vignettes were collected from a different group of subjects (N = 12, seven female). These subjects were instructed to generate a label describing the action depicted in each vignette. These labels and their associated response times, measured from the onset of the animation, were collected.

Stimuli and design

The stimuli consisted of animations created using ElectricImage software and converted to Quicktime for subject presentation. An initial set of 24 vignettes each lasting 21 s were constructed using simple geometric shapes (circles, squares, triangles, etc.) to depict either social or mechanical action (12 social, 12 mechanical). Based on pilot testing to determine consistency of interpretation, this set of meaningful animations was reduced to 16 vignettes used in the fMRI experiment (8 of each type). Human activities depicted in the social vignettes included interactions set in the context of a baseball game, dancing, fishing, sharing, scaring, playing on a seesaw, playing on a slide, and swimming. Mechanical depictions included actions designed to represent the movement of inanimate objects in the context of billiards, bowling, pinball, a cannon, a crane, a steam shovel, a conveyor belt, and a paper shredder. In addition, two control conditions were created in which the same stimuli used in the meaningful vignettes were presented either in random motion (four blocks; two each
using objects from the social or the mechanical vignettes), or as static images. For the still condition, a different static configuration of the geometric forms was presented every 4.2 s to maintain subjects’ attention.

During each of eight fMRI runs, subjects viewed 10 stimulus blocks of 30 s. Each block began with a cue screen (3 s), followed by either a motion or still condition (21 s), and ended with a response screen (6 s). Subjects were cued with the written question “What is it?” prior to each of the meaningful vignettes, and with “Stare” prior to the random motion and still conditions. The use of the “Stare” cue was necessary because behavioural pilot testing indicated that when the random motion animations were preceded by “What is it?,” subjects commonly applied meaningful interpretations to them, and often chose a meaningful verbal label to describe the action even when the response choices included “nonsense.” Thus subjects were cued as to which animations were meaningless so as to prevent them from engaging in the interpretive stance that was the focus of this study.

The response screens for the meaningful vignettes contained four written choices arranged in the same spatial configuration as the buttons on the response key held in the subject’s left hand. Subjects were instructed to determine what action was being depicted and indicate their choice when the response screen appeared. The four choices included one likely and two less likely interpretations, along with the correct answer. For example, for the vignette illustrated in Figure 1, the choices were “playing tag,” “playing volley ball,” “picking apples,” and “sharing ice cream.” For the random motion and still conditions subjects were instructed to press a single button as indicated by the spatial location of the word “press” on the response screen. The location was randomly varied for each presentation of this condition. Prior to scanning, subjects performed a practice run with sample animations that were not included in the experiment.

Four of the 10 blocks consisted of meaningful vignettes (two social, two mechanical). The remaining blocks consisted of the random motion and still control conditions. Each of the eight runs began and ended with a still condition. Motion conditions were presented in pseudorandom order, with alternating blocks of the meaningful and random motion control conditions. All vignettes were presented during the first 4 runs and repeated during runs 5–8 in order to ensure adequate statistical power.

**Imaging parameters**

High-resolution spoiled gradient recall (SPGR) anatomical images (124 sagittal slices 1.2 mm thick,
field of view [FOV] = 24 cm, acquisition matrix = 256 × 256) and functional data (gradient-echo echo-planar imaging sequence, repetition time [TR] = 3 s, echo time [TE] = 40 ms, flip angle = 90°, 22 contiguous 5-mm axial slices, FOV = 24 cm, acquisition matrix = 64 × 64) were acquired on a 1.5 Tesla GE scanner.

Image analysis

Functional images were motion corrected and a 1.2-voxel smoothing filter was applied to each scan. Regressors of interest for each of five stimulus types were convolved with a Gaussian estimate of the haemodynamic response and multiple regression was performed on each voxel’s time series using AFNI v.2.40e (Cox, 1996). Individual subject Z-maps were normalised to the standardised space of Talairach and Tournoux (1988).

Functional regions of interest (ROI) were determined in an unbiased manner by the group activation maps thresholded at Z > 4.90 (p < 10⁻⁶) for the contrast of meaningful versus random motion conditions, and Z > 3.09 (p < .001) for the contrast of social versus mechanical vignettes. Regions discussed in this report include all those identified by this analysis except for regions in lateral prefrontal and medial parietal cortices, for which we had no a priori hypotheses. These ROIs served as a guide to extract MR time series and local maxima from each region in each subject. Time series data were obtained from voxels that exceeded a threshold of Z > 3.09 (p < .001) for meaningful versus random motion conditions, and Z > 1.96 (p < .05) for the contrast of social versus mechanical vignettes. The first three and last two time-points from each block (which represent the cue plus two TRs, and the response screen, respectively) were dropped from the time-series analysis. Beta weights resulting from a multiple regression analysis derived from the individual subject time series were submitted to a mixed-effects analysis of variance, treating subjects as a random factor, to test for differences between conditions (social, mechanical, social control, mechanical control, stills).

RESULTS

Behavioural data

Subjects who viewed the vignettes outside the magnet were slower to spontaneously generate correct verbal labels for the social compared to the mechanical vignettes (means = 9.6 s and 6.6 s, respectively, p < .001). They were also slightly less accurate. Statistical comparison of the accuracy data was not valid because of ceiling effects. (The majority of the animations—four social, six mechanical—were correctly labeled spontaneously by all 12 subjects. During scanning, subjects’ response choices were highly accurate: (> 97 % for both social and mechanical vignettes.)

Imaging data

Direct comparison of the social and mechanical vignettes revealed different and highly selective patterns of activity in a number of regions (Table 1). These differences were confirmed by the mixed-effects ANOVA of the time-series data, which also revealed differences between other conditions. In ventral temporal cortex, vignettes interpreted as social elicited greater bilateral activity in the lateral portion of the fusiform gyrus, relative to mechanical vignettes, F = 6.37, p < .05 (Figure 2A). Moreover, in this region, activity associated with interpreting the mechanical animations was no greater than when subjects viewed these same objects, but were aware that their motion was random and meaningless, F < 1.0 (Figure 2B). In contrast, vignettes interpreted as mechanical showed greater bilateral activity in the medial portion of the fusiform gyrus, relative to social animations, F = 19.58, p < .001 (Figure 2A). Here, activity associated with interpreting social animations was no greater than when viewing the random motion control condition composed of the same elements, F < 1.0 (Figure 2C). Both lateral and medial fusiform activations were bilateral, and, for the lateral fusiform, larger in the right than in the left hemisphere, t(11) = 3.23, p < .01.
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Vignettes interpreted as social or mechanical also produced differential activity along the lateral surface of posterior temporal cortex (Table 1). Relative to the mechanical vignettes, activity associated with interpreting the social vignettes was centred on the posterior region of STS, bilaterally: \( F = 113.49; p < .0001 \), and \( F = 64.35, p < .001 \) in the left and right STS, respectively (Figure 2D). The activity was bilateral but larger in the right than in the left hemisphere, \( t(11) = 7.24, p < .0001 \). Activity was particularly selective in right STS, where the haemodynamic response associated with the mechanical animations and its random motion control condition did not differ, \( F = 1.52, p > 0.1 \) (Figure 2E). In contrast, relative to the social animations, mechanical animations elicited greater activity in the left middle temporal gyrus, extending into the inferior temporal sulcus, \( F = 24.89, p < .0001 \). In this region, interpreting the social animations produced no more activity than its random motion control, \( F < 1.0 \) (Figure 2F).

Viewing and interpreting the social vignettes were also associated with activity in several other regions. These included a more anterior region of STS (bilaterally), the right amygdala, and right ventromedial prefrontal cortex (Table 1). Each of these areas showed an enhanced response when interpreting social relative to mechanical animations: left anterior STS, \( F = 15.16, p < .001 \); right anterior STS, \( F = 48.85, p < .0001 \); right amygdala, \( F = 14.83, p < .001 \); right ventromedial prefrontal cortex, \( F = 8.71, p < .01 \). In all regions, activity for mechanical vignettes did not exceed its control condition (Figure 3).

Finally, two other regions were identified where activity was strongly enhanced when subjects interpreted the meaningful vignettes, but failed to show differential activity for one type of meaningful vignette versus the other. These activations were located bilaterally in polar prefrontal cortex and in the anterior region of the right temporal lobe (Table 1).
Figure 2. Activations in posterior occipitotemporal cortex. Group averaged activity superimposed on a brain slice from an individual subject. Shown in colour are regions that responded more to meaningful than to random motion conditions. Regions in red were more active for social than mechanical vignettes, regions in blue were more active for mechanical than social vignettes. (A) Axial view at the Talairach and Tournoux coordinate of z = –16 showing differential activity in central occipitotemporal regions. Haemodynamic responses of voxels within lateral (B) and medial (C) fusiform gyrus that also showed enhanced activity to moving versus still geometric forms. These time series, as well as all others included in the figures, were averaged across subjects. (D) Coronal section at y = –57 showing activated regions in lateral temporal cortex. Haemodynamic response from voxels in the right STS (E) and left middle temporal gyrus/inferior temporal sulcus (F). Soc = social vignettes, Mech = mechanical vignettes, Rs and Rm = random control conditions for social and mechanical vignettes, respectively.
Figure 3. Activations in right anterior STS, amygdala, and ventral prefrontal cortices. As in Figure 2: Coronal section (A) at $y = -23$ and haemodynamic response in region of anterior STS (B) responding more to social than mechanical vignettes. Sagittal section (C) at $x = 20$ and haemodynamic response (D) of right amygdala region responding more to social than mechanical vignettes. Coronal section (E) at $y = 47$ and haemodynamic response (F) in right ventromedial prefrontal region responding more to social than mechanical vignettes.
DISCUSSION

As predicted, social and mechanical vignettes showed differential activity in both the ventral and lateral regions of posterior temporal cortex. In addition, these regions showed highly specific patterns of response. In regions showing enhanced activity to social versus mechanical vignettes, the activity associated with interpreting the mechanical vignettes did not differ from the activity associated with viewing objects in random motion. Similarly, in mechanical-responsive regions, activity associated with interpreting the social vignettes did not differ from its random motion control condition.

Moreover, the regions showing differential activity were highly similar to those previously linked to viewing faces, human figures, and naming animals (lateral region of the fusiform gyrus, STS) and those linked to naming tools (medial fusiform gyrus, middle temporal gyrus). There is considerable evidence from studies of human and nonhuman primates that ventral and lateral occipitotemporal regions subserve different functions in object identification. Whereas lateral temporal cortex is primarily involved in processing object motion, ventral temporal cortex is primarily concerned with form-related features like shape and colour (for review, see Desimone & Ungerleider, 1989). However, in the present study the objects used for both the social and mechanical vignettes differed in neither shape nor colour. Thus, the central determinant of the location of these activations must have been the semantic interpretation given to these moving objects, not their physical characteristics (shape and colour).

The social, compared to the mechanical, vignettes also elicited activity in a more anterior region of STS, the amygdala, and ventromedial prefrontal cortex. As with regions identified in ventral and lateral aspects of posterior cortex, the responses were highly selective. Converging evidence from animal, human neuropsychological, and functional imaging studies of normal individuals has established that these regions form a network involved in perceiving and regulating emotion, social communication, and social decision making. Anterior STS has been implicated in the perception of complex mouth and hand movements and gestures (for review, see Allison, Puce, & McCarthy, 2000). Amygdala activity has been repeatedly shown to be modulated by attributes of human faces related to expression, especially emotions such as fear (for review, see Adolphs, 2002), but also by other emotional expressions and attributions (e.g., happiness, Breiter et al., 1996; trustworthiness, Winston, Strange, O’Doherty, & Dolan, 2002). It has also been shown that damage to the amygdala can impair identification of facial affect (e.g., Adolphs, Tranel, Damasio, & Damasio, 1994), and that the amygdala may be especially important for recognising “social” emotions such as guilt and arrogance relative to more basic emotions such as happiness and sadness (Adolphs, Baron-Cohen, & Tranel, 2002; see also Adolphs, Tranel, & Damasio, 1998). Affectively loaded verbal material can also activate the amygdala, highlighting that the response of this region is not limited to faces or other nonverbal, pictorial stimuli (Isenberg et al., 1999). In the current study, the activity was located in the dorsal portion of the amygdala, consistent with previous studies using positively valenced stimuli (for review, see Davis & Whalen, 2001). Activation of the dorsal portion of the amygdala in response to the social vignettes is also consistent with the proposal that this region plays a role in resolving ambiguity for biological relevant stimuli (Whalen, 1998). Ventromedial prefrontal cortex, a region strongly connected with the amygdala (e.g., Stefanacci & Amaral, 2002), was also selectively active during interpretation of social, relative to mechanical, vignettes. Damage to ventromedial prefrontal cortex has been associated with impaired social functioning and deficits in properly interpreting stimulus reward value as a guide to behavioural control (Bechara, Damasio, Tranel, & Damasio, 1997).

The present findings extend these previous reports by showing that the amygdala, ventromedial prefrontal cortex, as well as the anterior region of STS can be activated by stimuli that, in and of themselves, have neither affective valence.
nor social significance. They are also highly consistent with the previous study by Castelli and colleagues (2000). In their study, the ToM animations elicited bilateral activity in the posterior fusiform gyrus, STS, and the amygdala region, stronger in the right than in the left hemisphere. Medial prefrontal activity was also observed, although in a more dorsal region compared to the present investigation. The close correspondence between our findings and those of Castelli and colleagues, using a different set of animations, instills confidence that these regions are part of a network associated with, if not directly mediating, social knowledge. Further, these studies suggest that activity in this network is associated with conceptual representations, not simply the physical characteristics of the stimuli evoking the concept.

The fact that the moving stimuli used in the social and mechanical vignettes did not differ in either their physical form or affective valence suggests that the activations discussed here are likely to result from top-down activity originating elsewhere. Candidate regions identified in this study that were equally active for both social and mechanical animations included the anterior region of the right temporal lobe and bilateral regions of polar prefrontal cortex. Previous studies of brain-injured patients and fMRI studies of normal individuals have implicated these regions in the representation and retrieval of nonverbal information (Simons, Graham, Galton, Patterson, & Hodges, 2001) as well as in reasoning and problem solving (Koechlin, Basso, Pietrini, Panzer, & Grafman, 1999).

These findings provide compelling evidence that reasoning about social events requires activation of a distributed system that includes regions involved in perceiving and knowing about specific objects (animate beings) and emotional states. Importantly, this system is separate and distinct from at least one other cognitive domain—mechanical knowledge. Our findings suggest that the major components of this social processing system are the ventral (lateral fusiform) and lateral (STS) regions of posterior temporal cortex, the amygdala, and the ventromedial region of prefrontal cortex. These findings are broadly consistent with the regions identified by studies of nonhuman primates as candidate areas for a network mediating social understanding (Brothers, 1990). They are also highly consistent with a growing body of evidence on the neural substrate of social cognition in humans (e.g., Adolphs, 2001).

In one view, this network may, in total or in part, form a “core system” for understanding social interaction (Brothers, 1990; Frith & Frith, 1999, 2001) and animate concepts (Caramazza & Shelton, 1998). This core system may have evolved as a direct result of evolutionary pressure for a system specialised for perceiving and knowing about animacy, causality, deception, and the like. Alternatively, this system may have developed from a more general learning capacity interacting with predetermined mechanisms for perceiving and learning about object features (how they look, how they move), and their affective valence (Martin, 1998).

Thus, within this view, higher-order concepts emerge from the interaction of more elemental processing capacities (U. Frith & Frith, 2001; Martin, 1998), rather than as a manifestation of innately determined conceptual domains (Caramazza & Shelton, 1998). For example, in the context of the current study the concept “animate” may be represented by information about human form (stored in the lateral portion of the fusiform gyrus), biological motion (stored in STS), and affect (mediated by the amygdala and ventromedial...
prefrontal cortex). Combined activity in these regions (and perhaps others) is the neural correlate of the concept "animate". Similarly, the concept “mechanical” may be represented, at least in part, by information about the form of machine-like objects (stored in the medial fusiform gyrus), and information about their characteristic motion (stored in the left middle temporal gyrus).2

It is possible, however, that these activations are simply epiphenomenal, rather than causal. For example, they may have occurred as a by-product of visual imagery processes associated with interpreting the moving geometric forms. In fact, the lateral fusiform gyrus can be activated by asking subjects to imagine human faces (Ishai, Ungerleider, & Haxby, 2000; O’Craven & Kanwisher, 2000). However, studies of patients suggest that normal function of at least some of these regions may be necessary for understanding of social events. For example, impaired performance on ToM tasks has been demonstrated in patients with damage to the amygdala (Fine, Lumsden, & Blair, 2001; Stone, Baron-Cohen, Calder, Keane, & Young, 2003), and to right ventromedial prefrontal cortex (Stuss, Gallup, & Alexander, 2001). As with the neuroimaging data, the patient data suggest a stronger role for the right than the left hemisphere in mediating understanding of social concepts (Happé, Brownell, & Winner, 1999). It has also been shown that recognition and retrieval of information about tools can be disrupted by a lesion of the posterior middle temporal gyrus (Tranel, Damasio, & Damasio, 1997). Whether these patients also have a more general impairment in understanding mechanical concepts requires further investigation.

Finally, it must be noted that the true nature of the processing characteristics and type of information stored in the different brain regions discussed in this report remain to be determined. For example, the existing evidence strongly indicate that ventral and lateral regions of posterior cortex subserve processing and storage of object form and motion information, respectively. The data also strongly suggest that neither of these regions are homogeneous, but rather have an intrinsic organisation. Moreover, it appears that each region may be organised by conceptual category. It remains to be determined whether this category-like organisation can be further reduced to an organisation by properties of form (for ventral cortex) and motion (for lateral cortex) shared by category members, or whether this organisation is dictated by innately determined conceptual domains (Caramazza & Shelton, 1998). A model incorporating both types of organizational schemes (by properties and domains) would be an attractive alternative.

CONCLUSION

Interpreting the movement of simple geometric shapes was associated with distinct neural systems depending on whether they were interpreted as depicting social or mechanical events. The active regions included those previously associated with animate objects (for the social vignettes) and tools (for the mechanical vignettes). Understanding social interactions was also associated with activity in regions linked to the perception and regulation of affect. It was suggested that these findings reveal putative “core systems” for social and mechanical understanding that are divisible into constituent parts or elements with distinct processing and storage capabilities. These elements may be viewed as semantic primitives that, in turn, form the foundation or scaffolding for realising a variety of complex mental constructs.

SOCIAL AND MECHANICAL CONCEPTS

2 Naming tools also activates the left intraparietal sulcus and ventral premotor cortex (e.g., Chao & Martin, 2000). These regions are associated with grasping, and object manipulation, suggesting that information about motor movements associated with the use of objects is stored here (Martin, 2001). In the current study, these areas were not differentially activated by the mechanical animations, nor were they expected to be. The mechanical vignettes did not depict small manipulable tool-like objects. Rather they evoked more machine-like actions (e.g., conveyor belt, paper shredder, cannon).
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