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A corpus-based analysis of context effects on 
metaphor comprehension

James H. Martin

Abstract

This article describes our attempts to shed light on the relationship between results from
psycholinguistic research on the effects of context on metaphor comprehension and the na-
ture of metaphor as it occurs in naturally occurring text.

The hypothesis underlying this work is that the facilitation and inhibition effects observed
in laboratory subjects reflect the patterns of co-occurrence of various kinds of contexts with
metaphoric language in the environment.

We take a three part approach to exploring this hypothesis: a rational analysis of the no-
tion of a context effect, an empirical corpus-based effort to fill out that rational analysis, and
a reconsideration of the pertinent psycholinguistic results with respect to that analysis. Fi-
nally, we present a proposal for a mechanistic model that is in accord with the results of this
analysis.

1. Introduction

A wide variety of results from psycholinguistic research over the last sev-
eral decades have shown that context has a strong effect on the processing
of metaphoric language (Gernsbacher et al. 2001, Gerrig and Healy 1983,
Gibbs 1984, Gildea and Glucksberg 1983, Glucksberg 1982, Kemper
1989, Inhoff et al. 1984, Keysar 1989, Ortony et al. 1978). These results
have been used to both support and refute a bewildering array of compu-
tational accounts of metaphor processing (Fass 1991, Fass 1988, Martin
1990, Martin 1992, Martin 1994, Gentner et al. 1988, Gildea and Glucks-
berg 1983, Russell 1976, Wilks 1978, Hobbs 1979, Carbonell 1981, In-
durkhya 1987, Narayanan 1999). Perhaps the most well-known result
from this research is that appropriate contexts facilitate the processing of
metaphor to the extent that there is no significant timing difference from
equivalent literal language. These results has been primarily used to ar-
gue against the stage model (Searle 1979) of metaphor processing where
the literal meaning of an utterance is first computed, found to be lacking,
and then reanalyzed as a metaphor.

Lost in this debate is the fact that a considerable amount of information
has been amassed showing how specific kinds of context facilitate, fail to
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facilitate, or actually inhibit the process of metaphor comprehension.
These results provide constraints on computational models of metaphor
above and beyond basic timing constraints (Gerrig 1989). Specifically, if
the presence or absence of a particular type of information has predict-
able effects on metaphor comprehension, then computational theories of
metaphor must show how they can transparently admit such influences.

A second issue that has received little attention is the exact relationship
between the psycholinguistic effects observed in the laboratory and the
environment of naturally occurring text. Of particular interest is the ques-
tion of whether these effects are artifacts of a specialized metaphor pro-
cessing mechanism, or whether they are simply reflections of the way that
metaphor naturally occurs in real text. If the latter situation holds then that
provides further evidence that the capacity to interpret metaphor is similar
to, if not the same as, our ability to process other kinds of language.

The bulk of this article is an attempt to shed further light on these two
issues. We are interested in studying the nature of these contextual influ-
ences by taking a detailed look out at the environment. More specifically,
we are concerned with the relationship between observed patterns of co-
occurrence of context and metaphor in naturally occurring text and
known psycholinguistic results on these kinds of contexts.

The hypothesis underlying this work is that the facilitation and inhibi-
tion effects observed in laboratory subjects reflect the patterns of co-oc-
currence of these contexts with metaphoric language in the environment.
We take a three part approach to exploring this hypothesis: a rational
analysis of the notion of a context effect, an empirical corpus-based effort
to provide real data for that rational analysis, and a reconsideration of the
pertinent psycholinguistic results with respect to the analysis.

2. A Minimal Rational Analysis of Context Effects on 
Metaphor

We start by taking a step back to consider the effect of context on meta-
phor comprehension from a rather minimalist rational point of view. By
this, we have in mind an account derived from minimal assumptions
about cognitive processing, combined with a detailed corpus-based obser-
vation of the phenomenon in question. Under this view, the first step in
analyzing some phenomenon is to analyze the task and make certain min-
imal assumptions about the information needed to perform it. The second
step is to look to the environment to see how such information is present-
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ed in situations where the task presumably has to be addressed. The final
step is to juxtapose measures of human performance on appropriate tasks
with the analysis of the environment. This can suggest likely hypotheses
for computational models and impose constraints on such models.

The analysis presented here is loosely inspired by Anderson’s theory of
the adaptive nature of human cognition (Anderson 1990, Anderson and
Schooler 1991, Oaksford and Chater 1998). The basic notion in this ap-
proach is that an efficient language processor can be seen as having molded
itself to the regularities in its environment. When faced with a particular
language problem, the processor takes action based on an implicit or ex-
plicit encoding of these regularities. Such an approach makes the testable
claim that observable regularities in the environment will lead to predic-
tions about processor performance under similar conditions.

We begin by defining the task as comprehending a sentence containing a
metaphor after having already processed a short span of text. The preceding
span of text and the ensuing metaphor will be referred to as the context and
the test sentence, respectively. By comprehension, we have in mind the simple
notion commonly used in various chronometric psycholinguistic studies. In
these studies, a subject typically reads some context and is then presented
with a test sentence. They are told to perform some simple physical task
when they feel that they have adequately understood the sentence. In these
experiments, the subject is typically not asked to study and deeply appreciate
the test sentence. Rather, they are being asked to process the text in a normal
automatic fashion. The time taken to perform the physical recognition task
is measured and compared across the various conditions of interest.

Having sketched out the task, the next step is to determine the various
sources of information needed to perform it. While there is wide disagree-
ment about the mechanisms underlying metaphor comprehension, nearly
all current theories postulate that successful metaphor comprehension re-
sults in, or involves at some stage, representations involving a source con-
cept, a target concept and a set of correspondences or associations between
them, often referred to as a ground.

To make these notions concrete consider the following example ex-
tracted from the Wall Street Journal.

(1) Spain Fund tumbled 23% in turbulent trading, dragging down the
shares of other so-called country funds.

This example has three instantiations of the numerical-value-as-loca-
tion metaphor (Hobbs 1979). In this metaphor, the core source concept is
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the notion of a location in physical space, often an altitude. The target do-
main is the notion of some abstract state that has an associated numerical
value. The ground, or set of structured correspondences, in this case stipu-
lates that the numerical value is to be viewed as a physical location and that
a change in value is to be viewed as motion along some dimension.

In our current study, we make the minimal assumption that language
that serves to introduce the source or target concepts directly into the
context may have an effect on the processing of subsequent metaphors in-
volving these concepts. A further assumption is that text that introduces
a metaphor of the same basic type as the test metaphor into the context
can be seen as introducing the ground of the metaphor.

Having sketched out the task and its potential information needs, the
next step is to analyze the ways that the environment actually presents
this information to readers in naturally occurring texts. Specifically, we
need to be able to locate and identify specific metaphors in text and to lo-
cate their corresponding source, target and metaphorical uses in contexts
immediately preceding the metaphor. These various contexts can then be
analyzed in terms of how well they predict the occurrence of the subse-
quent metaphor. Specifically, we are interested in whether particular con-
texts can be seen as making a subsequent metaphor more or less likely. Of
course, to be able to assess the predictive value of these contexts, infor-
mation about the overall frequency of occurrence of these contextual
cues and the metaphors themselves needs to be gathered.

The comparison to human performance is based on data from meta-
phor comprehension experiments measuring the time needed to perform
various experimental tasks that shed light on comprehension difficulty.
Such experiments have shown that the rate at which sentences are com-
prehended is affected by the context within which the sentences are pre-
sented. Three types of contexts are of interest here:
– Contexts containing literal expressions of the source concepts of the

test metaphor
– Contexts containing relevant literal expressions of the target con-

cepts of the test metaphor
– And finally, contexts containing metaphoric expressions with the

same basic structure, or ground, as the test metaphor.
The rational account presented here is ultimately based on the juxtapo-
sition of this human performance data with the data gleaned from the
environment. The specific hypothesis is that it is the degree to which the
various types of context predict the future occurrence of a metaphor that
determines the degree of facilitation observed in the human perfor-
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mance data. We will refer to this as the Metaphor Prediction Hypothesis
(MPH).

3. Corpus Analysis

There have been large number empirical studies of naturally occurring
metaphor in both spoken and written forms. However, none of these
studies provide the specific contextual data needed to test the validity of
the MPH. Fortunately, various factors gleaned from these studies point to-
wards a way to gather the appropriate information.

The first result comes from exhaustive analyses that have been per-
formed to determine the overall frequency of metaphor and metonymy in
a wide variety of texts (Pollio et al. 1990). These studies show that these
phenomena appear quite frequently, averaging around 5 uses per 100
words of text. The second result comes from a wide variety of research
that indicates that there is a relatively small core set of important concep-
tual metaphors underlying most of the metaphors actually observed
(Talmy 1975, Talmy 1988, Lakoff and Johnson 1980, Lakoff 1987, Lakoff
and Turner 1988, Johnson 1987).

Taken together, these considerations indicate that an analysis of a rel-
atively small number of sentences randomly sampled from a coherent
corpus would provide useful information. Specifically, by sampling a rel-
atively small amount of text from a coherent collection of text it should
be possible to produce an accurate characterization of the important con-
ceptual metaphors that occur in a given collection. In such an analysis
metaphors in the sampled text are identified by hand and clustered to-
gether based on the conceptual similarity of their source, target and
ground components. Such an analysis has been performed on a random
sample of sentences from the Wall Street Journal (Martin 1994).

The results from this study provided us with the basis to collect the spe-
cific contextual information we require; the collected examples of the
more frequently occurring metaphor types give us the means to search for
further examples of those specific types in context.

3.1. Methodology

The need to gather information specific to particular types of metaphor
led us to focus on a small number of conceptual metaphors known to fre-
quent the Wall Street Journal corpus. Based on the sampling and cluster-
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ing work already completed, it was possible to develop simple and accu-
rate lexical profiles of some of these metaphors. These profiles made it
possible to filter large amounts of text for the occurrence of specific met-
aphor types.

To be concrete, consider the numerical-value-as-location metaphor
discussed above. It is the most frequently occurring metaphor in the Wall
Street Journal and is used to express a wide range of economic and com-
mercial concepts. By examining the sampled metaphors of this type, we
were able to produce two lists of words that provided a lexical profile of
this metaphor. The first contained words used to express the source con-
cept of location or change of location. The second list contained words
used to express the target concepts of the sampled metaphors. In this case,
the source list included words such as fall, tumble, sink, downhill, slide,
drop, top, climb, rise, boost, and plunge. The target list included recession,
inflation, bid, rate, borrow, priced, earnings, trading, price, pay, costs, in-
come, and earnings.

Taken together these two lists provide an extremely crude, but effec-
tive, way to find metaphors of a particular type; any sentence containing
words from both the source and target list for a particular metaphor type
is a candidate for containing the metaphor used to produce the lists. Used
separately they can be used to find candidate sentences containing ex-
pressions of either the source or target domains of particular metaphors.

Such lists were produced for four metaphors, were known to occur with
considerable regularity in the WSJ corpus: numerical-value-as-loca-
tion, commercial-activity-as-container, commercial-activity-as-path-
following and commericial-activity-as-war. Representative examples
of each of these metaphors from the WSJ are shown in Table 1.

To broaden the reach of these lists, they were each augmented through
the use of a thesaurus, introspection, and further sampling. Next a simple
program was written to find example sentences of each type; given a
source list, a target list, and a metaphor name, this program tags all sen-
tences in a corpus containing at least one term from each list. An iterative
process was used refine the lists to remove obvious and frequent false
positives.

Using this simple approach, it was possible to quickly filter large amounts
text from the Wall Street Journal at the sentence level for the metaphors of
interest. For the purposes of this study approximately 600 instances of each
of the four metaphor types shown in Table 1 were identified. Due to the dif-
fering relative frequencies of the metaphors this necessitated examining
widely different amounts of text for each metaphor. This ranged from
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130,000 words for the numerical-value-as-location metaphor to nearly
2,000,000 for the commercial-activity-as-war metaphor.

Of course, while this simple technique is extremely effective in this text
type it is by no means perfect. Therefore, each sentence tagged was veri-
fied by hand to make certain that it actually contained the correct meta-
phor. It is also highly likely that the approach will miss some metaphors
of each type. We believe that this situation is acceptable in the current
study as long as we are sure that it will find a large percentage of the met-
aphors that do occur. Fortunately, one of the findings from our earlier
work (Martin 1994) is that each individual metaphor type displays a Zipf-
like distribution for the lexical items that are used to express that meta-
phor. In other words, while these metaphors are wildly productive, a rel-
atively small number of lexical items account for the bulk of metaphor in-
stances.

Table 1. Sample metaphors known to frequent the WSJ

Numerical-Value-As-Location
Barge rates on the Mississippi River sank yesterday on speculation that widespread rain this 
week in the Midwest might temporarily alleviate the situation.
At the same time, an increase of land under cultivation after the drought has boosted pro-
duction of corn, soybeans and other commodities, causing a fall in prices that has been only 
partly cushioned by heavy grain buying by the Soviets

Commercial-Activity-As-Container
Four Brazilian fruit-juice makers are planning to enter the Japanese market and to build a 
huge juice-storage tank complex, a Japanese trading-house official said.
The situation is that the bankruptcy court will get out of the shipbuilding business.

Commercial-Activity-As-Path-Following
So where does the IMF go from here?
Swissair, which signed a marketing agreement with Delta Air Lines early this year, took the 
next step this summer by buying Delta.

Commercial-Activity-As-War
While the two camps have competed aggressively for years, lately the fight has turned fero-
cious – and often damaging to the public.
What triggered the latest clash was a skirmish over the timing of a New Zealand government 
bond issue.

Finally, this corpus was tagged with the source and target lists separately
to identify all expressions of these concepts in context. The resulting cor-
pus thus contains sentences tagged as containing expressions of the
source concepts, target concepts, or metaphors, for each of the four met-
aphors embedded in their original contexts. This tagged corpus then
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served as the basis for obtaining the predictive measures needed to test
the MPH.

3.2. Results Bearing on the MPH

The following sections detail the results of these analyses for each of the
three context types, for each of the four metaphors. Specifically, they
present the following information.
– Base frequency rates for each of the metaphors.
– Predictiveness of contexts containing literal expressions of the

source concept of subsequent test metaphors.
– Predictiveness of contexts containing expressions of concepts that

serve as targets for subsequent metaphors.
– Predictiveness of contexts containing a metaphor for subsequent

metaphors of the same type.
At this point in the analysis, the notion of context has to be made more
concrete. The term context has been used in a wide variety of ways in the
psycholinguistics literature. It has been used to refer to everything from
clauses preceding a metaphor within a sentence, to multiple paragraph-
length preceding texts. Based on an informal examination of this litera-
ture, we decided to focus on five sentence context windows. Mapping this
directly to the psycholinguistic literature we have contexts consisting of
four sentences, followed by a sentence containing a metaphor. However,
since we are interested in determining the predictive power of the various
types of contexts it is more useful to think of single sentence contexts, fol-
lowed by a four sentence window. In this framework, the ability of a given
kind of context to predict a subsequent metaphor will be estimated as the
conditional probability of seeing a metaphor in a subsequent four sen-
tence context given a particular type of contextual cue.

3.2.1. Prior Probabilities

To assess the predictive power of the four types of context, the prior prob-
ability of finding an instance of one of the four metaphors in a random
context had to be measured. These probabilities were estimated by con-
sidering the amount of text that had to be searched to gather the approx-
imately 600 instances of each of the four metaphors. The base rate for
each metaphor was estimated as the ratio of the number of metaphors
found to sentences examined.

Rather than making any independence assumptions, the probability of
one or more instances of these metaphors occurring in a random 4 sen-
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tence sequence was determined directly by sliding a four sentence win-
dow across the tagged texts and counting the number of windows contain-
ing at least one instance of the metaphor. Again the probability measure
is estimated as the ratio of 4 sentence windows containing a metaphor to
the number of windows. Table 2 gives both the individual and 4 sentence
window frequencies for each metaphor expressed as probabilities.

It should be noted that the window results reflect a clear tendency on the
part of these metaphors to cluster. Specifically, for each metaphor, the
number of non-metaphor four sentence windows observed was higher
than would be expected if the metaphors were uniformly distributed
throughout the text. As a consequence the probability of running into one
of these metaphors in a random four sentence span is less than would be
expected if they were uniformly distributed across the texts.

These probabilities will be used as a baseline to measure the predictive
power of the various contexts for ensuing metaphors. If the probability of
seeing a metaphor in the next four sentences, given the current context
type, is higher than these base rates, then that evidence should facilitate
comprehension. Inhibition should be signaled by a lower than base rate
probability given a particular context.

3.2.2. Literal Source Concept

Our first results concern the predictive power of contexts containing lit-
eral expressions of a source concept of the test metaphor. To be more con-
crete, we are interested in contexts like the following:

(2) Dirk was out climbing mountains all last week.
(3) Back at the office, his chances for promotion had plunged.

The first sentence contains a literal expression of the concept change of
location in the vertical direction. The second sentence contains a meta-
phor where the source concept is from the same conceptual domain. The

Table 2. Base rates for metaphors studied

Metaphor P(Metaphor) P(Metaphor in Window)
Numerical-Value -As-Location
Commercial-Activity-As-Path
Commercial-Activity-As-Container
Commericial-Activity-As-War

.104

.016

.017

.006

.265

.046

.044

.011
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statistic of interest is the conditional probability of seeing a metaphor in
the next four sentences, given that a literal use of the source of that met-
aphor has already been seen.

To obtain these statistics, the tagged corpus was first examined by hand.
Literal uses of the already tagged source terms were marked as such. The
probability of encountering a metaphor given a literal source encounter
was estimated by computing the ratio of the number of literal source uses
followed by a metaphor in a subsequent four sentence context, to the
number of literal uses found overall. Table 3 presents the results for each
of our four metaphors.

These results indicate that literal concepts are poor predictors of specific fu-
ture metaphors with that concept as a source. Each of the four metaphors
occurs below its base frequency in contexts containing literal language from
their source domain. In the case of the commercial-activity-as-war meta-
phor, no contexts containing literal war expressions followed by this meta-
phor were found after examining all sentences containing literal war ex-
pressions extracted from approximately 2,000,000 words of text.

3.2.3. Target Concept Expressions

The next set of results concern how well expressions involving the target
concept of a metaphor predict future expressions of a specific metaphor.
Again, to be concrete, we are interested in contexts like the following.

(4) Dirk’s opportunities for a promotion had been improving for several
months.

(5) With his latest success they skyrocketed.

The first sentence introduces the notion of “opportunity for promotion”.
The second sentence follows up by metaphorically structuring that notion
as a change of altitude. To formalize such situations we are interested in
the conditional probability of seeing a specific metaphor given that some
expression of the target concept has already been seen.

Table 3. Predictive Power of Literal Source Contexts

Metaphor P(Metaphor|Source) Change from Base Rate
Numerical-Value -As-Location
Commercial-Activity-As-Path
Commercial-Activity-As-Container
Commercial-Activity-As-War

.069

.022

.038
< .004

.259

.491

.844
< .418
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The following results were computed in a fashion similar to the previ-
ous literal source result. The ratio of target uses followed by a metaphor
to the number of target uses found overall was computed by scanning the
tagged corpus.

As shown in Table 4, these metaphors are more likely to occur in contexts
containing expressions of their target concepts. As with the literal source
result, the numbers varied from metaphor to metaphor but all displayed
some effect of increasing the probability of the metaphor from its base
rate.

3.2.4. Metaphoric Expressions

Our final result concerns the predictive power of a particular metaphor
for subsequent instances of the same metaphor. The following example il-
lustrates this situation.

(6) Dirk’s opportunities for promotion had been falling for months.
(7) With his latest boondoggle, they really plummeted.

The first sentence contains a metaphor that structures the notion of
changing opportunity as a change in altitude. The ensuing context follows
up with an expression with the same basic metaphorical structure.

As indicated in Table 5, this predictor is obviously the best from among
those studied, with the clearest advantage in the case of the Commercial-
Activity-as-War metaphor.

Table 4. Predictive power of target contexts

Metaphor P(Metaphor|Target) Change from Base Rate
Numerical-Value -As-Location
Commercial-Activity-As-Path
Commercial-Activity-As-Container
Commercial-Activity-As-War

.677

.073

.087

.031

2.55
1.59
1.95
2.84

Table 5. Predictive power of metaphorical contexts

Metaphor P(Metaphor|Metaphor) Change from Base Rate
Numerical-Value -As-Location
Commercial-Activity-As-Path
Commercial-Activity-As-Container
Commercial-Activity-As-War

.703

.196

.267

.277

2.65
4.29
6.00

25.20
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4. Psycholinguistic Results

Our next task was to take these corpus-based results and juxtapose them
with relevant data from the psycholinguistic literature. As might be ex-
pected, none of the relevant experiments presented here has results that
directly correspond to our predictive measures. Nevertheless, there are
results that can with some massaging be readily interpreted as relevant to
our measures.

4.1. Literal Source Contexts

The primary result for the case of literal source contexts comes from a se-
ries of studies reported by Inhoff (1984). In these experiments, subjects
were first presented with a single context sentence followed by a metaphor
test sentence. The three types of context that were investigated correspond
nicely to our contexts: a literal source context, a literal target context, and
a closely related metaphor context. Reaction times across the three con-
texts were then compared to assess the relative effects of these contexts.

The major difference between these results and our corpus analysis is
that their literal source context was constructed by employing a literal use
of the same word as is used metaphorically in the test sentence. Our cor-
pus results measured any literal use from the same conceptual field as the
source of the metaphorical use.

The basic results of this study were that recognition time was shortest
with metaphorical contexts, longer with relevant literal target contexts,
and much longer still with literal source contexts. These results reflect the
same pattern seen in our corpus based study. Specifically, the corpus indi-
cates that when compared to target and metaphor contexts, literal source
contexts are the least predictive.

This study was silent on the stronger prediction made by the mph. The
mph predicts that since literal source texts reduce the likelihood of subse-
quent metaphors with the same source, they should have an inhibitory ef-
fect on recognition rates. Gernsbacher et al. (2001) report just such an ef-
fect. Contexts involving a literal use from the source domain of a
subsequent metaphor suppress the reading time of the metaphor as com-
pared to a baseline context prime.

4.2. Target Contexts

The most widely replicated result in the literature on context effects
shows that appropriate contexts strongly facilitate the interpretation of
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relevant metaphors. In these experiments, literal expressions of various
concepts serve to facilitate subsequent metaphors involving those same
concepts as targets (Ortony et al. 1978, Gerrig and Healy 1983, Inhoff et
al. 1984, Kemper 1989). Note that as with the previous literal source re-
sult, what the facilitation is with respect to varies from study to study.

As already discussed, one of the results reported in Inhoff et al (1984)
shows that target contexts facilitate metaphor comprehension as com-
pared to literal source contexts. In a separate experiment, they also
showed that target contexts facilitate subsequent metaphor comprehen-
sion as compared to unrelated contexts. The results from Kemper (1989)
show a similar pattern for both the literal source and target conditions.

The work reported by Gerrig and Healy (1983) is somewhat different
from these other context studies. Rather than manipulate prior sentential
context, they manipulated the presentation of material within metaphor-
ical sentences. Consider the following example:

(8) The train followed the parallel ribbons.
(9) The parallel ribbons were followed by the train.

In the active example, the word “train” provides a prior target context
within which “parallel ribbons” is interpreted. In the passive example, no
such context is available at the point that the referent to “ribbons” is in-
troduced. Their results show that a context providing arrangement of
clauses facilitates recognition over the null context clause arrangement.

To summarize, the pattern of results observed in these studies is consis-
tent with the patterns of predictiveness observed in our corpus and is con-
sistent with the MPH. Contexts containing expressions of target concepts
of subsequent metaphors facilitate comprehension of those metaphors.

4.3. Metaphorical Contexts

Results concerning our final context type, metaphorical contexts, come
from both the Inhoff et al (1984) and Kemper (1989) studies. In both cas-
es, contexts were created containing instances of metaphors generated
from constructs that correspond to the notion of conventional conceptual
metaphors. Materials were prepared so that test sentences containing
metaphors were preceded by contexts containing an instance of the same
metaphor type.

In these studies, metaphorical contexts displayed the highest degree of
facilitation. In both sets of experiments a pattern of facilitation was
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shown that had source concepts with the least facilitation, followed by
target concepts, followed by metaphors with the highest facilitation. As
with the results on source and target contexts, these results are in accord
with our corpus-based findings.

5. Discussion

This section examines the implications of our corpus-based results from
three perspectives that are somewhat broader than the narrow focus tak-
en thus far. We present a discourse oriented discussion of the results, fol-
lowed by a review of the results along with other known constraints on
metaphor processing, and finally a proposal for a mechanistic account
that is consistent with these constraints.

5.1. Discourse

If one combines the view of metaphor advanced by Lakoff and Johnson
(1980) with more discourse oriented notions of what makes a text coher-
ent, then none of our corpus-based results are particularly surprising. Co-
herent text tends to be about some topic, or set of topics that display a
high degree of semantic overlap and interconnectedness. This notion of
coherence combined with the fact that the topics will be metaphorically
structured in systematic ways can be used to account for all of our results.

First consider the literal-source expression in context situation. Our re-
sults show that these contexts predict that future metaphors with that
source are fairly unlikely. The source and target domains of metaphors
are by definition about different kinds or types of concepts. It is, there-
fore, not at all surprising to find that literal expressions of source concepts
rarely co-occur with metaphors using that concept as a source. This fol-
lows since coherent texts don’t typically mix completely disjoint topics
within the kind of short spans we looked at in our study.

The results observed for contexts containing expressions of target con-
cepts can be accounted for in a similar fashion. Again, if a coherent text
is about some topic then it is likely that if that topic is even partially struc-
tured with some metaphor, then that metaphor will eventually occur in
the context. Of course, conceptual domains differ both in the degree to
which they metaphorically structured and in the number of distinct met-
aphors used to structure them. These factors will tend to mitigate the pre-
dictive power of target language for any particular metaphor.
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Finally, consider the observed predictive power of metaphors for future
metaphors of the same type. Given a context where a concept has already
been introduced and metaphorically structured, one would expect repeti-
tions of that metaphor as long as the discourse continued to focus on rel-
evant aspects of that concept.

5.2. Empirical Constraints

The task of turning a high level discourse-oriented account into a plausible
mechanism is a non-trivial one. The following section presents a sketch of
one such proposal. Before considering that proposal, this section will re-
view the various constraints that we now have for such a model. Among
these constraints are ones that have been culled from the psycholinguistic
literature and ones that follow the results of our corpus study:
– Total Time Constraint
– Non-Optionality Constraint
– On-Line Constraint
– Differential Behavior Constraint
– Contextual Influence Constraint
The Total Time Constraint (Gerrig 1989) states that when supported by
appropriate context the time needed to process various kinds of non-lit-
eral language does not differ significantly from the time taken to interpret
direct literal language. Minimally, this constraint argues that whatever
mechanism is proposed for processing metaphoric language it can not
have a markedly different time complexity from those mechanisms pro-
posed for literal language processing. However, it does not by itself re-
quire that identical processing mechanisms be employed for metaphori-
cal and literal language.

The Non-Optionality Constraint (Glucksberg et al. 1982, Keysar 1989)
stems from research that shows that possible metaphorical interpreta-
tions are activated even in contexts where the literal meaning is both well-
formed and preferred by those contexts. These results are based on dem-
onstrations that show parallel metaphorical readings interfering with cor-
rect and plausible literal readings resulting in longer processing times on
various tasks. These results parallel those in lexical access that show initial
activation of all of a words senses followed by a rapid pruning based on
local and global context.

The On-Line Constraint (Gerrig and Healy 1983) states that metaphor-
ical interpretations, like other interpretations, are constructed in an on-
line incremental fashion. Gerrig and Healy’s research shows that the or-
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der of presentation of material providing evidence for or against a meta-
phorical reading has strong effects on on-line processing. In effect, they
show that subjects display a non-monotonic behavior, where the activa-
tion of particular interpretations is continuously updated based on avail-
able evidence. This update procedure may result in what they call trunca-
tion, where an interpretation that had been viable is eliminated when
evidence becomes available. In the case of metaphor, they show that plac-
ing evidence for a metaphorical interpretation early in the sentence leads
to faster reaction times. This arises from an earlier truncation of the par-
allel literal meaning. When disambiguating information is delayed to later
in the sentence reaction times are longer because of interference from the
competing interpretations.

It should be noted that these two constraints are really two sides of the
same coin. They both point toward a model of processing where parallel
interpretations are created and pruned based on currently available evi-
dence. In this regard, they provide further evidence that metaphorical
processing is subject to the same kind of constraints observed for literal
language.

The Contextual Influence Constraint refines the total time constraint by
specifying how various kinds of contexts can effect the processing time of
subsequent metaphors. The basic pattern observed both in experimental
settings and our corpus is that prior metaphors of the same type have the
strongest effect on subsequent processing, followed by target concepts,
and finally literal source concepts. The corpus-based results further pre-
dict an inhibitory effect on subsequent metaphor processing. Therefore,
any mechanism that is proposed to account for metaphor processing must
in some straightforward manner display this pattern.

Finally, the Differential Behavior Constraint stems from our results that
show that metaphors, like lexical items, display differing frequency and
recency patterns. Therefore, while various kinds of context do influence
the time needed to process metaphor, the specific amount of facilitation
varies with the specific type of metaphor. Like the other constraints, this
one is consistent with findings from both the memory and lexical access
literatures. Individual memory traces items display idiosyncratic patterns
of access based on frequency and recency.

Taken together, these constraints argue for an approach to metaphor
that is in large part based on the kind of generic evidential memory access
and working memory constraints that have been independently proposed
for processing ordinary language.
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5.3. A Construction Based Account

There are far too many mechanistic accounts of metaphor processing to as-
sess them all with respect to our list of constraints. Rather than attempt such
a survey, we will sketch an instantiation of one position based on work from
current research on computational modeling on semantic interpretation
and current work on Construction Grammar (Fillmore et al. 1988).

The account presented here is based on three interrelated research ef-
forts: the notion of conventional conceptual metaphors as first articulated
by Lakoff and Johnson (1980), direct computational implementations of
this notion as in (Martin 1990), and finally more fine-grained, on-line,
computational implementations found in Jurafsky (1992) and Jurafsky
and Narayanan (1998). These implementations are based in part on a
broadened notion of a construction that accounts for frequency based ev-
idential access in a manner that is consistent with the data presented in
this article.

In a construction-based account, knowledge of language is equated
with knowledge of a large repository of constructions ranging from indi-
vidual lexical items to rather abstract constructions like the Subject–Pred-
icate Construction. In between, there exist a wide range of constructions
encompassing both frozen and productive idioms and more traditional
syntactic configurations. At the core of this approach is the idea that indi-
vidual constructions consist of a structural alignment of specific grammat-
ical, semantic and pragmatic facts about the language. Grammatical con-
structs are, therefore, coupled directly with their specific semantic and
pragmatic content.

Under the accounts given in Jurafsky (1992) and Jurafsky and Naray-
anan (1998), interpretation is seen as a process of accumulating evidence
in an incremental on-line fashion for the instantiation of a construction.
Once instantiated, an interpretation is created by combining the particu-
lar semantic and pragmatic content of a construction with the corre-
sponding content from other constructions in a working store. Multiple
interpretations may be pursued in parallel as long as there is sufficient
space in working memory and the individual interpretations are suffi-
ciently well-formed. Pruning of competing interpretations occurs when
an interpretation becomes too ill-formed when compared against its com-
petitors in working memory.

Extending these notions to the case of conventional conceptual meta-
phors is fairly straightforward. Considered as constructions, conventional
metaphors consist of a bundle of associations that directly encode the se-
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mantic and pragmatic constraints on the source and target concepts that
make up the metaphor. In context, the source and target components of
a metaphor provide constraints on what can serve as possible evidence for
the presence of a given metaphor. In the case of wholly conceptual meta-
phors this evidence is based on two factors: the presence of concepts
placed in working memory by other constructions that match either the
source and target parts of the metaphor, and the combined predictive
power of these concepts based on statistical information particular to
each individual metaphor. Finally, the set of conventional conceptual as-
sociations, or ground, provides the semantic and pragmatic constraints by
which the intended meaning of the metaphor is constructed from the oth-
er conceptual content in working memory.

Note that under this model, the success or failure of a given metaphor-
ical interpretation is not based in any direct way on the well-formedness
of a literal interpretation. They are both merely possible candidates cre-
ated from constructions that have been simultaneously activated by con-
text. Successful interpretations are those that are most well-formed based
on the constraints from their constituent constructions, and the degree of
support they receive from context.

To summarize, the proposed construction-based framework is based on
the following notions.
– An extension of the notion of a construction from traditional form-

meaning pairings to conventionalized concept-concept pairings.
– Generic memory access notions such as priming, recency and fre-

quency to control the activation of particular constructions.
– Working memory constraints to constrain the number of possible

parallel interpretations.

5.4. Plausibility of the Metaphorical Construction Account

We now move on to consider how such a model might fare in light of the
five constraints given above. In keeping with the spirit of the model, our
intent is to show that the model is in accord with the constraints because
it treats metaphor as a normal part of language processing, making use of
generic processing capabilities.

5.4.1. Total-Time Constraint

Under this model, knowledge of conventional conceptual metaphor is
represented within the same type of framework, and is subject to the
same kind of processing constraints, as other forms of linguistic knowl-
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edge including syntactic, idiomatic, lexical and pragmatic knowledge. The
observed processing time for all types of interpretations is simply based
on the amount of contextual evidence for the correct combination of con-
structions. Specifically, metaphorical utterances will be processed quickly
and effectively when they provide sufficient evidence for the activation
and integration of the appropriate conventional metaphors. This is pre-
cisely the same kind of processing required for all other literal and non-
literal language.

5.4.2. On-Line Constraint and Non-Optionality Constraint

As discussed above, these two constraints are two sides of the same coin
and will be discussed together. Under the framework sketched here, in-
terpretation occurs via the activation and integration of constructions
into working memory based on evidence from both within the utterance
and prior context. Simultaneous interpretations can be pursued in paral-
lel as long as there is sufficient evidence to activate their constituent con-
structions and the resulting interpretations are sufficiently well-formed.
As more evidence becomes available the well-formedess of any interpre-
tation may drop, causing it to be pruned from working memory. There-
fore, metaphorical interpretations may be built up incrementally and
eventually survive or be pruned based on the available evidence. The On-
Line constraint is satisfied since partial metaphorical interpretations will
always be built as long as there is minimal sufficient evidence to activate
the required metaphorical constructions. At the same time these partial
results can be either confirmed or short-circuited by subsequent evidence
as it becomes available on-line.

5.4.3. Differential Behavior Constraint

In our suggested framework, individual conceptual metaphors are re-
trieved from long-term memory in the same fashion as other memory
traces based on what Anderson (1990) calls their need probability. This
is simply the probability that a memory trace will be needed given the
evidence currently available in the context. In our model, this is achieved
by augmenting constructions with two types of frequency information:
the overall frequency of individual constructions, and the predictive
power of the presence of their parts in context as evidence. The differen-
tial behavior of various metaphors arises both from their differing fre-
quencies and the differing ability of their source and target parts to pre-
dict future uses.
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5.4.4. Contextual Influence

As with the previous constraints, contextual influences on metaphor are
accounted for by assuming that they result from behavior that is a known
part of the human memory system. Specifically, constructions are consid-
ered to be structured memory traces that are susceptible to all the various
priming, recency and frequency effects observed in both the memory lit-
erature and the literature on lexical access and access to idioms. In partic-
ular, as suggested by Anderson’s model, metaphorical constructions can
be primed based either on their prior activation or the prior activation of
their parts. The degree of activation is simply based on how predictive the
evidence is of future uses of the metaphor. Therefore, the observed vast
difference in ability of source concepts, target concepts and whole meta-
phors to predict future metaphors arises directly from the differing pat-
terns of occurrence of these cues in real texts.

6. Conclusions

Our results indicate that the various experimental results concerning the
effects of context on metaphor processing are neither artifacts of the lab-
oratory nor artifacts of a special purpose metaphor processing mechanism.
Rather, they are reflections of the environment in the language compre-
hension mechanism. Specifically, the various inhibition and facilitation ef-
fects of context on metaphor comprehension are consistent with corpus-
based results concerning the predictive value of contextual cues for future
metaphors. These results, when combined with converging evidence from
other relevant studies, paint a picture of the on-line metaphor comprehen-
sion process as a normal part of our cognitive language capacity.
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