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Classification

• But representation is often less important (means to end)

• We really care about end result

• And not doing simple things like decision trees / linear classifier

• That’s why we’re making complicated algorithms

Can	explain		
this	mess	J	
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LIME

16	

Locally-faithful	simple	
decision	boundary			

è		
Good	explana:on		
for	predic:on	

Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. “Why Should I
Trust You?” Explaining the Predictions of Any Classifier.
LIME: Local Interpretable Model-Agnostic Explanations
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What’s an Explanation

Why	did	this	
happen?	How	
do	I	fix	it?	

Appear	in	21%	of	training		
examples,	almost	always	in	
atheism	

Appears	in	11%	of	training	
examples,	always	in	atheism	

11	

From: Keith Richards

Subject: Christianity is the answer

NTTP-Posting-Host: x.x.com



I think Christianity is the one true religion.

If you’d like to know more, send me a note
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What’s an Explanation

P(											)		=	0.21			P(													)		=	0.24			P(													)		=	0.32			
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What makes good Explanation?

• Interpretable: Humans can Understand

• Faithful: Describes Model

• Model Agnostic: Generalize to Many Models
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Method

• Sample points around xi

• Use complex model to predict labels for each sample
• Weigh samples according to distance to xi

• Learn new simple model on weighted samples
• Use simple model to explain
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Perturbing an Example

x'	(con(guous	superpixels)	x	(3	color	channels		/	pixel)	
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Perturbing an Example

x	(embeddings)	

0.5	 0.3	 1.3	 4.4	 1.1	 ...	

x'	(words)	

This	is	a	horrible	movie.	
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Image Example

Perturbed	Instances	 P(Labrador)	

Original	Image			

20	

0.92	

0.001	

0.34	

P(labrador)		=	0.21			

Locally	weighted	
regression	

ExplanaDon	
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Is this a good Classifier?

Advanced Machine Learning for NLP | Boyd-Graber Interpretability | 9 of 1



Is this a good Classifier?
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Before	explanaIons	 AKer	explanaIons	
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Improving ML Algorithms

20	newsgroups	-	Train	

20	newsgroups	-	test	

Hidden	religion	dataset	

train	 predict	

Explain	

REPEAT	

Evaluate	

Turkers	don’t	know	
about	this	dataset	
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Improving ML Algorithms
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Improving ML Algorithms

0,5	

0,55	

0,6	

0,65	

0,7	

0,75	

0,8	

No	user	input	 1	round	 2	rounds	 3	rounds	

A
cc

ur
ac

y 
on

 h
id

de
n 

se
t 

Train	on	20	newsgroups	

Train	on	hand-cleaned		
					20	newsgroups	

Train	on	20	newsgroups	
turkers	clean	data	
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