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What’s wrong with RNNs?
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What’s wrong with RNNs?
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Learning a regular expression

* Suppose we wanted to learn a” b"
* Need to encode arbitrarily long dpendency in state of RNN

e More importantly, don’t know when that information is useful
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Role of LSTMs

Now standard baseline method for sequency labeling and classification
tasks

Like RNNs, hidden layer is critically important

Can be applied to downstream tasks

Also can help with vanishing gradient problem
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