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Interpretability

� We believe that interpretability is important

� But need to be able to measure

� Differences for supervised and unsupervised ML
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Evaluation
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Held-out Log
Likelihood

Measures predictive power (likelihood)
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But we don’t use topic models for prediction!
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Qualitative Evaluation of the Latent Space

?
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Qualitative Evaluation of the Latent Space

LATENT DIRICHLET ALLOCATION

TheWilliam Randolph Hearst Foundation will give $1.25 million to Lincoln Center, Metropoli-

tan Opera Co., New York Philharmonic and Juilliard School. “Our board felt that we had a

real opportunity to make a mark on the future of the performing arts with these grants an act

every bit as important as our traditional areas of support in health, medical research, education

and the social services,” Hearst Foundation President Randolph A. Hearst said Monday in

announcing the grants. Lincoln Center’s share will be $200,000 for its new building, which

will house young artists and provide new public facilities. The Metropolitan Opera Co. and

New York Philharmonic will receive $400,000 each. The Juilliard School, where music and

the performing arts are taught, will get $250,000. The Hearst Foundation, a leading supporter

of the Lincoln Center Consolidated Corporate Fund, will make its usual annual $100,000

donation, too.

Figure 8: An example article from the AP corpus. Each color codes a different factor from which

the word is putatively generated.
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?
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Qualitative Evaluation of the Latent Space

sampling. Gibbs sampling involves sequentially
resampling each zl

n from its conditional posterior:

P (zl
n = t |w,z\l,n,Φ1, . . . ,ΦL,αm)

∝ φl
wl

n|t
(Nt)\l,n + αmt∑

t Nt − 1 + α
, (4)

where z\l,n is the current set of topic assignments
for all other tokens in the tuple, while (Nt)\l,n is
the number of occurrences of topic t in the tuple,
excluding zl

n, the variable being resampled.

4 Results on Parallel Text

Our first set of experiments focuses on document
tuples that are known to consist of direct transla-
tions. In this case, we can be confident that the
topic distribution is genuinely shared across all
languages. Although direct translations in multi-
ple languages are relatively rare (in contrast with
comparable documents), we use direct translations
to explore the characteristics of the model.

4.1 Data Set
The EuroParl corpus consists of parallel texts in
eleven western European languages: Danish, Ger-
man, Greek, English, Spanish, Finnish, French,
Italian, Dutch, Portuguese and Swedish. These
texts consist of roughly a decade of proceedings
of the European parliament. For our purposes we
use alignments at the speech level rather than the
sentence level, as in many translation tasks using
this corpus. We also remove the twenty-five most
frequent word types for efficiency reasons. The
remaining collection consists of over 121 million
words. Details by language are shown in Table 1.

Table 1: Average document length, # documents, and
unique word types per 10,000 tokens in the EuroParl corpus.

Lang. Avg. leng. # docs types/10k
DA 160.153 65245 121.4
DE 178.689 66497 124.5
EL 171.289 46317 124.2
EN 176.450 69522 43.1
ES 170.536 65929 59.5
FI 161.293 60822 336.2
FR 186.742 67430 54.8
IT 187.451 66035 69.5
NL 176.114 66952 80.8
PT 183.410 65718 68.2
SV 154.605 58011 136.1

Models are trained using 1000 iterations of
Gibbs sampling. Each language-specific topic–
word concentration parameter βl is set to 0.01.
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Figure 2: EuroParl topics (T=400)

The concentration parameter α for the prior over
document-specific topic distributions is initialized
to 0.01 T , while the base measure m is initialized
to the uniform distribution. Hyperparameters αm
are re-estimated every 10 Gibbs iterations.

4.2 Analysis of Trained Models

Figure 2 shows the most probable words in all lan-
guages for four example topics, from PLTM with
400 topics. The first topic contains words relating
to the European Central Bank. This topic provides
an illustration of the variation in technical ter-
minology captured by PLTM, including the wide
array of acronyms used by different languages.
The second topic, concerning children, demon-
strates the variability of everyday terminology: al-
though the four Romance languages are closely

?
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Qualitative Evaluation of the Latent Space

public class OrderDetails implements java.io.Serializable {
private String orderId;
private String userId;
private String orderDate;
private float orderValue;
private String orderStatus;

public String getOrderStatus() {
return(orderStatus);

}
...
...

}

As discussed in section 4.1, identifier names are split to
get meaningful domain words and importance factor calcu-
lated for each of the words. One such word that is extracted
from the above code snippet is “Order”which occurs in com-
ments and names of different type of identifiers such as in
class name, attribute name and method name. These differ-
ent types of sources for words constitute our set of location
types lt. Generally, in an object oriented system, classes
represent domain objects and their names are more likely
to yield domain words that are important for that class.
Hence, λ(class) generally is assigned higher value by do-
main experts than λ(attribute). Let us assume that in this
particular example λ(class) equals 2, λ(attribute) equals 1
and λ(method) equals 1. The importance factor of the word
“Order” in the above code snippet as calculated according
to the formula given above is 7.

wd[Order, OrderDetails.java] = 2 ∗ 1 + 1 ∗ 4 + 1 ∗ 1 = 7

Similarly, weighted occurrence is calculated for other words
such as “details”, “user” and “status”.

4.3 Topic labeling
LDA could not satisfactorily derive a human understand-

able label for an identified topic. In most of the cases, the
terms from which a label can be derived are abbreviations
of business concepts or acronyms. As a result it becomes
hard to create a meaningful label for a topic automatically.
In the current version of the tool, identified topics have been
labeled manually.

5. CASE STUDIES
We have tested our approach on a number of open source

and proprietary systems. In the rest of this section we dis-
cuss the results obtained using some of the topics as exam-
ples.

5.1 Topic Extraction for Apache
We extracted 30 topics for Apache. For the sake of brevity

we list only two topics, namely “SSL” and “Logging”. Table
1(a) lists the top keywords for topic “SSL” and their corre-
sponding probability of occurrence when a random keyword
is generated from the topic “SSL”.

Our tool is able to extract not just the domain topics,
but also infrastructure-level topics and cross cutting topics.
For instance, “logging” is a topic that cuts across files and
modules. Our tool, based on LDA, is able to cluster together
all logging related keywords together as shown in table 1(b)
that lists the top keywords for topic “Logging” and their
corresponding probability values.

(a) Topic labeled as SSL

Keyword Probability
ssl 0.373722

expr 0.042501
init 0.033207

engine 0.026447
var 0.022222
ctx 0.023067

ptemp 0.017153
mctx 0.013773

lookup 0.012083
modssl 0.011238

ca 0.009548

(b) Topic labeled as Logging

Keyword Probability
log 0.141733

request .036017
mod 0.0311
config 0.029871
name 0.023725

headers 0.021266
autoindex 0.020037

format 0.017578
cmd 0.01512

header 0.013891
add 0.012661

Table 2: Sample Topics extracted from Apache
source code

5.2 Topic Extraction For Petstore
In order to investigate the effect of naming on topic ex-

traction results we considered Petstore, a J2EE blueprint
implementation by Sun Microsystems. Being a reference
J2EE implementation, it has followed good java naming con-
ventions and a large number of identifiers have meaningful
names.

(a) Topic labeled as Con-
tact Information

Keyword Probability
info 0.418520

contact 0.295719
email 0.050116

address 0.040159
family 0.040159
given 0.036840

telephone 0.026884
by 0.000332

(b) Topic labeled as Ad-
dress Information

Keyword Probability
address 0.398992
street 0.105818
city 0.055428
code 0.055428

country 0.055428
zip 0.055428

name1 0.050847
state 0.046267

name2 0.046267
end 0.005039
add 0.009548

Table 3: Sample Topics extracted from petstore
source code

As shown in table 2(a) we are able to successfully group
all “contact information” related terms together. However,
what is more significant in this example is that the top key-
words “info”, “contact” are meaningful and indicative of the
probable name of the topic. For example if we concatenate
these two keywords into “info contact” it can be considered
as a valid label for the “contact information” topic.

Similarly, even in the case of “address information” topic,
shown in table 2(b), the concatenation of the top keywords
“address” and “street” can be used to label the “address in-
formation” topic. It can be observed from the sample topics
extracted that good naming convention yields more mean-
ingful names thereby simplifying the process of labeling the
topics.

5.3 Synonymy and Polysemy resolution
One of the key factors in extracting coherent topics and

grouping semantically related keywords together is the abil-

?
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Word Intrusion

� Take the highest probability words from a topic

Original Topic

dog
cat
horse
pig
cow
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Word Intrusion

� Take the highest probability words from a topic

Original Topic

dog
cat
apple
horse
pig
cow

� Intruder: high probability word from another topic
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Interpretability and Likelihood
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Interpretability and Likelihood

Topic Log Odds on Wikipedia
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What about Supervised Models?
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What about Supervised Models?

Features

viagra
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algorithm
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What about Supervised Models?

Features

viagra
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subscribe

engineering
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It’s 
SPAM!Classifier
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LIME

16	

Locally-faithful	simple	
decision	boundary			

è		
Good	explana:on		
for	predic:on	

Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. “Why Should I
Trust You?” Explaining the Predictions of Any Classifier. KDD 2016.
LIME: Local Interpretable Model-Agnostic Explanations
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What’s an Explanation

Why	did	this	
happen?	How	
do	I	fix	it?	

Appear	in	21%	of	training		
examples,	almost	always	in	
atheism	

Appears	in	11%	of	training	
examples,	always	in	atheism	

11	

From: Keith Richards
Subject: Christianity is the answer
NTTP-Posting-Host: x.x.com

I think Christianity is the one true religion.
If you’d like to know more, send me a note
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What’s an Explanation

P(											)		=	0.21			P(													)		=	0.24			P(													)		=	0.32			
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What makes good Explanation?

� Interpretable: Humans can Understand

� Faithful: Describes Model

� Model Agnostic: Generalize to Many Models
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Method

� Complicated model predicts “near” example

� Simple model explains local variation

� Explains what complicated model focused on
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Is this a good Classifier?
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Is this a good Classifier?

0	
10	
20	
30	
40	
50	
60	
70	
80	
90	

100	

Didn't	trust	the	
model	

"Snow	insight"	

%
	o
f	s
ub

je
ct
s	(
ou

t	o
f	2

7)
	

Before	explanaIons	 AKer	explanaIons	

Jordan Boyd-Graber | UMD Fairness, Accountability, and Uncertainty | 13 / 23



Improving ML Algorithms

Features

viagra
opportunity
subscribe

engineering
maryland
algorithm

It’s 
SPAM!Classifier
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Improving ML Algorithms
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viagra
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engineering
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It’s 
SPAM!Classifier

20	newsgroups	-	Train	
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Improving ML Algorithms

Features

viagra
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engineering
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SPAM!Classifier
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Improving ML Algorithms
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Improving ML Algorithms
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ENSLAVE HUMANITY







Centaur Chess



Measuring Interpretability
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Measuring Interpretability

Solo

6
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Measuring Interpretability

Quadratic Equation

Battle of Marathon
Battle of Waterloo

Hypotenuse

Rap
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Measuring Interpretability

Quadratic Equation

Battle of Marathon
Battle of Waterloo
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Improvement through Reinforcement Learning
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Simultaneous Interpretation is Hard!

� Exhausting for humans

� Computers not trusted

� Differential strengths

� Same word-by-word characteristic
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Takeaways

� ML should be interpretable

� We should measure interpretability

� Interpretability should reflect the world we want

Jordan Boyd-Graber | UMD Fairness, Accountability, and Uncertainty | 23 / 23


