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Machine Reading Framework

The Attentive Reader
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CNN/Daily Mail Datasets
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The CNN and Daily Mail websites provide paraphrase
summary sentences for each full news story. B
Hundreds of thousands of documents Millions of b=
context-query pairs Hundreds of entities
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'Hermann et al. Teaching machines to read and comprehend. NIPS 2015
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CNN/Daily Mail Datasets

lexicalised ...

(CNN) New Zealand are on course
for a first ever World Cup title after a
thrilling semifinal victory over South
Africa, secured off the penultimate
ball of the match.

Chasing an adjusted target of 298 in
just 43 overs after a rain interrupted
the match at Eden Park, Grant Elliott
hit a six right at the death to confirm
victory and send the Auckland crowd
into raptures. It is the first time they
have ever reached a world cup final.

Computational Linguistics: Jordan Boyd-Graber |

Question:
reach cricket Word Cup
final?

Answer:
MNew Zealand
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CNN/Daily Mail Datasets

Good

we aimed to factor out world
knowledge through entity

anonymisation so models could not
rely on correlations rather than
understanding.
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Bad

The generation process and entity
anonymisation reduced the task to

multiple choice and introduced
additional noise.

Entity-Driven Desiderata | 3/8



CNN/Daily Mail Datasets

Good

posing reading comprehension as a
large scale conditional modelling task

made it accessible to machine
learning researchers, generating a
great deal of subsequent research.
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Bad

while this approach is reasonable for
building applications, it is entirely the

wrong way to develop and evaluate
natural language understanding.
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Narrative QA

Narrative QA: examples

Question: How is Oscar related to Dana?
Answer: He is her son

Summary snippet: ...Peter's former girlfriend Dana Barrett has had a son, Oscar...

Story snippet:

DANA (setting the wheel brakes on the buggy) Thank you, Frank. I'll get the hang of this
eventually.

She continues digging in her purse while Frank leans over the buggy and makes funny faces
at the baby, OSCAR, a very cute nine-month old boy.

FRANK (to the baby) Hiya, Oscar. What do you say, slugger?

FRANK (to Dana) That's a good-looking kid you got there, Ms. Barrett.
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Narrative QA

Good

A challenging evaluation that tests a
range of language understanding,
particularly temporal aspects of
narrative, and also scalability as
current models cannot represent and
reason over full narratives
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Bad

Performing well on this task is clearly
well beyond current models, both
representationally and
computationally. As such it will be
hard for researchers to hill climb on
this evaluation.
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Narrative QA

Good

The relatively small number of
narratives for training models forces

researchers to approach this task

from a transfer learning perspective.
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Bad

The relatively small number of
narratives means that this dataset is

not of immediate use for those
wanting to build supervised models
for applications.
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MS Marco

Questions are mined from a search engine and matched with candidate
answer passages using IR techniques.

MS MARCO V2 Leaderboard
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MS Marco

Good
The reliance on real queries creates

a much more useful resource for
those interested in applications.
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Bad

People rarely ask interesting
questions of search engines, and the
use of IR techniques to collect

candidate passages limits the
usefulness of this dataset for
evaluating language understanding.
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MS Marco

Bad

How to evaluate freeform answers is

Good

Unrestricted answers allow a greater

an unsolved problem. Bleu is not the
answer!

range of questions.
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SQuAD
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SQuAD

In the 1960s, a series of discoveries, the most
important of which was seafloor spreading,
showed that the Earth's lithosphere, which
includes the crust and rigid uppermost portion
of the upper mantle, is separated into a
number of tectonic plates that move across
the plastically deforming, solid, upper mantle,
which is called the asthenosphere. There is an
intimate coupling between the movement of
the plates on the surface and the convection
of...

Question:
Which parts of the Earth are included in the
lithosphere?
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SQuAD

Good
Very scalable annotation process that

can cheaply generate large numbers
of questions per article.
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Bad

Annotating questions directly from
the context passages strongly skews
the data distribution. The task then

becomes reverse engineering the
annotators, rather than language
understanding.
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SQuAD

Bad

Answers as spans reduces the task
to multiple choice, and doesnaAZt

Good
The online leaderboard allows easy

benchmarking of systems and

: " allow questions with answers latent in
motivates competition.

the text.
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SQuAD

Good Bad

Human upperbound sets reasonable Allows mischaracterization of what it

goal. means to “read”.
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Quiz Bowl
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Quiz Bowl

Bad

Good

Sometimes can be trivially solved
Free data from experts : :
with pattern matching
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Quiz Bowl

Good Bad

Based on already known knowledge Not tied to readable data
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Quiz Bowl

Bad

Good

. More cumbersome computer
Human comparison makes sense )
evaluation
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Possible Projects

Improve selection of answer spans

Improve IR search for context

Visualizing reader spans

Domain adaptation (Wikipedia/Questions/Books)
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