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Machine Reading Framework
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CNN/Daily Mail Datasets
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CNN/Daily Mail Datasets

Good

we aimed to factor out world
knowledge through entity
anonymisation so models could not
rely on correlations rather than
understanding.

Bad

The generation process and entity
anonymisation reduced the task to
multiple choice and introduced
additional noise.
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CNN/Daily Mail Datasets

Good

posing reading comprehension as a
large scale conditional modelling task
made it accessible to machine
learning researchers, generating a
great deal of subsequent research.

Bad

while this approach is reasonable for
building applications, it is entirely the
wrong way to develop and evaluate
natural language understanding.
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Narrative QA
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Narrative QA

Good

A challenging evaluation that tests a
range of language understanding,
particularly temporal aspects of
narrative, and also scalability as
current models cannot represent and
reason over full narratives

Bad

Performing well on this task is clearly
well beyond current models, both
representationally and
computationally. As such it will be
hard for researchers to hill climb on
this evaluation.
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Narrative QA

Good

The relatively small number of
narratives for training models forces
researchers to approach this task
from a transfer learning perspective.

Bad

The relatively small number of
narratives means that this dataset is
not of immediate use for those
wanting to build supervised models
for applications.
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MS Marco

Questions are mined from a search engine and matched with candidate
answer passages using IR techniques.
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MS Marco

Good

The reliance on real queries creates
a much more useful resource for
those interested in applications.

Bad

People rarely ask interesting
questions of search engines, and the
use of IR techniques to collect
candidate passages limits the
usefulness of this dataset for
evaluating language understanding.
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MS Marco

Good

Unrestricted answers allow a greater
range of questions.

Bad

How to evaluate freeform answers is
an unsolved problem. Bleu is not the
answer!
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SQuAD
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SQuAD

Good

Very scalable annotation process that
can cheaply generate large numbers
of questions per article.

Bad

Annotating questions directly from
the context passages strongly skews
the data distribution. The task then
becomes reverse engineering the
annotators, rather than language
understanding.
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SQuAD

Good

The online leaderboard allows easy
benchmarking of systems and
motivates competition.

Bad

Answers as spans reduces the task
to multiple choice, and doesnâĂŹt
allow questions with answers latent in
the text.
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SQuAD

Good

Human upperbound sets reasonable
goal.

Bad

Allows mischaracterization of what it
means to “read”.
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Quiz Bowl
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Quiz Bowl

Good

Free data from experts

Bad

Sometimes can be trivially solved
with pattern matching
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Quiz Bowl

Good

Based on already known knowledge

Bad

Not tied to readable data
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Quiz Bowl

Good

Human comparison makes sense

Bad

More cumbersome computer
evaluation
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Possible Projects

� Improve selection of answer spans

� Improve IR search for context

� Visualizing reader spans

� Domain adaptation (Wikipedia/Questions/Books)
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