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IR is worth a lot of money . . .



Search Engines Rule the Map



Why we’re starting here

� Simple to understand (hard to implement)

� Important to the world

� Building block for course project
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Prerequisites

� Search a “collection” of documents

� Each document contains terms (words)

� Users create queries
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General Problem

User

“tragic romance”

Author

“star-crossed lovers”
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What’s a word?

We’ll talk more about this later . . .

assume we know the answer.
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Bag of Words
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Boolean Retrieval

� Users express queries as a Boolean expression
� AND, OR, NOT
� Can be arbitrarily nested
� Retrieval is based on the notion of sets

� Any given query divides the collection into two sets: retrieved,
not-retrieved
� Pure Boolean systems do not define an ordering of the results
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Strengths and Weaknesses

� Strengths
� Precise, if you know the right strategies
� Precise, if you have an idea of what you’re looking for
� Implementations are fast and efficient

� Weaknesses
� Users must learn Boolean logic
� Boolean logic insufficient to capture the richness of language
� No control over size of result set: either too many hits or none
� When do you stop reading? All documents in the result set are considered

“equally good”
� What about partial matches? Documents that “don’t quite match” the query

may be useful also
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