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ABSTRACT 
Our interviews with people who have visual impairments show 
clothes shopping is an important activity in their lives. Unfortu-
nately, clothes shopping web sites remain largely inaccessible. 
We propose design recommendations to address online acces-
sibility issues reported by visually impaired study participants 
and an implementation, which we call BrowseWithMe, to 
address these issues. BrowseWithMe employs artificial intel-
ligence to automatically convert a product web page into a 
structured representation that enables a user to interactively 
ask the BrowseWithMe system what the user wants to learn 
about a product (e.g., What is the price? Can I see a magnified 
image of the pants?). This enables people to be active solic-
itors of the specific information they are seeking rather than 
passive listeners of unparsed information. Experiments demon-
strate BrowseWithMe can make online clothes shopping more 
accessible and produce accurate image descriptions. 

INTRODUCTION 
Shopping online rather than in a brick-and-mortar store can 
be beneficial for a variety of reasons. Time can be saved 
and scheduling difficulties can be avoided by not having to 
travel to and from the store in the restricted set of hours the 
store is open. Hassles of finding the location of the article of 
interest within the constantly changing layout of a store (if it 
is even available in the appropriate size) can be avoided. In 
addition, shopping online can often be cheaper since a person 
can quickly compare prices of the same item from different 
manufacturers before choosing where to buy. 

Yet, people with visual impairments (i.e., low vision and blind) 
who were asked “What are a few web sites or types of web sites 
that you would like to visit, but avoid because of accessibility 
issues?" responded that flash-based web sites and shopping 
web sites were rated as the most problematic (the top 2) [2]. 
While encouraging progress has been made to address the top 
challenge through crowdsourcing [33], little effort has been 
made to understand why online shopping is inaccessible and 
how to address it. 

Our goal is to improve the online shopping experience for 
people with visual impairments. Figure 1 exemplifies a typical 

product web page and offers a few clues as to why shopping 
web sites may be inaccessible—information overload and inad-
equate image description. To access content about the product, 
a person is required to listen to a pre-defined, one-size-fits-all 
list of the web page contents to locate the pertinent informa-
tion (e.g., price?). In addition, access to images is constrained 
due to inadequate or missing text descriptions (i.e., Alt text). 

Figure 1. Often shopping web sites are multimodal, describing each 
product with text and images. As shown for ASOS.com, the information 
read by a screen reader is painstakingly lengthy and the image descrip-
tion (i.e., Alt text) is missing. Our aim is to improve the accessibility of 
shopping web sites. We design, prototype, and evaluate a system called 
BrowseWithMe that enables a user to actively query a web page for the 
specific multimodal information the user is seeking. 
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Towards our goal, we focus on clothes shopping as a non-
trivial, real-world example. We first conduct an empirical 
investigation to examine the factors that impact this popula-
tion’s clothes shopping experiences in brick-and-mortar stores 
and online. Our findings highlight that participants want to 
shop for clothes online, but often are inhibited by the wide-
spread inaccessibility of web sites. Congruent with these 
findings, we identify design factors to address online accessi-
bility issues and develop a prototype implementing these for a 
key stage of the shopper’s journey—learning about a product 
described on a web page (e.g., Figure 1). We call this system 
BrowseWithMe. BrowseWithMe empowers a user to navigate 
a product web page at one’s own pace by asking about and 
receiving only the desired information; e.g., “what material is 
the pants?" or “show me a magnified image of the pants." Ex-
periments demonstrate our proof-of-concept implementation 
of BrowseWithMe yields more accurate image descriptions 
than Alt text and improves the online shopping experience. 

To our knowledge, BrowseWithMe is the first automated as-
sistant that enables visually impaired users to actively ask for 
and receive only the information they are seeking on a web 
page. This is in contrast to existing screen readers which often 
deliver a lengthy list of all web page contents, as illustrated 
in Figure 1. The key technical aspect behind our design of an 
automated, interactive online shopping assistant is an artificial 
intelligence back-end that converts multimodal input data (e.g., 
text and images) into a structured representation. 

RELATED WORKS 
Shopping in Brick-and-Mortar Stores. Our work relates to 
a body of literature aimed at understanding and addressing 
challenges people with visual impairments encounter when 
shopping in brick-and-mortar stores. For example, [44] reports 
that “finding a product in the store was the most challenging 
subtask" for people with low vision and [46] reports that blind 
people “often relied on sighted guides when visiting the mall 
and other stores, as these locations rarely offered accessible 
maps". Accordingly, numerous technological solutions have 
been proposed to improve the shopping experience in brick-
and-mortar stores, such as bar code readers [25], RFIDs [29], 
robotics [19], computer vision based systems [47, 52], and 
braille product labels [6]. Our work complements existing 
work by contributing richer information about the habits, mo-
tivations, and challenges people with visual impairments face 
when shopping in brick-and-mortar stores in the domain of 
clothes shopping. Unlike prior work, our work is also situated 
within the broader landscape of web accessibility. Specifi-
cally, we also examine the experiences of people with visual 
impairments when shopping for clothes online and propose a 
technology to improve the online shopping experience. 

General Web Accessibility. Our work also relates to the liter-
ature that aims to understand and address web accessibility 
challenges for people with visual impairments. One body of 
work focuses on the Web Content Accessibility Guidelines 
(i.e., WCAG), the most comprehensive protocol for developing 
accessible web sites. For example, some studies demonstrate 
existing web pages inadequately implement the guidelines [12, 
21, 37] while others demonstrate that meeting WCAG guide-

lines does not guarantee fewer accessibility challenges [38]. 
Accordingly, several works propose alternative solutions, such 
as empowering web users to flag accessibility issues for a 
human-powered service to fix [23] and re-narrating web sites 
to communicate only a select set of information chosen by 
a user a priori [16, 39]. Our work complements prior work 
by contributing richer information about the online accessi-
bility challenges faced in the domain of clothes shopping. 
Furthermore, we offer a novel design for overcoming online 
accessibility challenges which relies on artificial intelligence 
as a backend that responds to users’ requests to learn about 
multimodal data (e.g., text and images) on web pages. This 
is a promising alternative to relying on developers to follow 
WCAG guidelines or users to supervise the shared content. 

Image Accessibility. Numerous solutions have been proposed 
to overcome the well-known challenge that images are inac-
cessible to people with visual impairments. For example, the 
pioneering ESP game [5] was an important catalyst for employ-
ing crowd workers to generate descriptions of images [15, 24, 
40, 45]. Subsequently, numerous algorithms [11, 48] were pro-
posed to automatically generate the image descriptions more 
efficiently and cheaply. More recently, methods are emerging 
that enable a user to interactively explore various objects in a 
2D image at his/her own pace by both localizing objects in an 
image and attaching a description to each object [27, 30, 51, 
53]. While systems have been proposed for interactive image 
exploration in the problem domain of online shopping [27, 30, 
32, 51], to our knowledge no prior work has studied its value 
for people with visual impairments. Our studies reveal the 
unique interests of this population and design opportunities 
for improving the accessibility of online shopping. 

Magnification Tools. Tools that enable users to enlarge the 
content of interest on the screens of their personal technolog-
ical devices are highly valued by people with low vision [3, 
17]. Such tools enlarge specific elements using a variety of 
cues, such as the content underneath a mouse [31], a person’s 
physical distance from the screen [22], the location pointed 
at with a person’s fingertip [42], or web page elements auto-
matically detected to occupy unnecessarily large amounts of 
white space [9]. Unlike prior work, our approach relies only 
on spoken (or typed) user requests to automatically identify 
which items in an image to magnify. Our studies reveal an ex-
citement from individuals with low vision about this efficient, 
user-centric magnification approach for images. 

On-Demand Personal Assistants. Many systems offer on-
demand assistance to people with visual impairments. For 
example, human-powered assistants such as VizWiz [10], Be 
My Eyes [1], and Legion:View [33] empower its users to 
learn answers to their visual questions from sighted remote 
helpers. Automated assistants such as Apple’s Siri, Google 
Now, and Amazon’s Alexa respond to voice commands to 
execute simple tasks such as performing web search, updating 
calendars with new events, or purchasing items. While the 
aforementioned assistants were developed for general-purpose 
applications, we argue that special design considerations must 
be made to better meet the needs of a specific user population 
(blind and low vision) for a specific application (online clothes 



ID: Alias Age/Gender Visual Impairment: Cause (Age of Diagnosis Onset) Technology Preference 
P1: Jackie 37/F Blind (total): Destroyed optic nerve (34) iPhone/Voice Over 
P2: Lily 56/F Blind (total): Retinitis (40) iPhone/Voice Over 
P3: Bob 28/M Blind (total): Peter’s anomaly (birth) PC/NVDA 
P4: Annie 34/F Blind (some light perception): Acquired (14) PC/NVDA 
P5: Sam 26/M Low vision: Stargardt’s disease (birth) PC/Magnification 
P6: Cathy 36/F Low vision: Undisclosed (birth) iPhone/Magnification 
P7: Julia 39/F Low vision: Macular atrophy/degeneration (32) iPad/Magnification & Voice Over 
P8: Vivian 56/F Low vision: Glaucoma (46) iPhone/Magnification & Voice Over 

Table 1. Demographics and technology preferences of participants in our experimental investigation (and subsequent user study). 

shopping). Our work contributes knowledge about such needs 
and a potential solution to address them. 

Choosing Clothes. Prior work has offered solutions to assist 
people with visual impairments to choose clothes to wear. For 
example, some systems solicit anonymous lay people to de-
scribe articles of clothing (e.g., clothing color) [8, 13] and 
offer subjective fashion advice [14] while other systems auto-
matically advise which clothes in a wardrobe match [36, 50]. 
Our work fills a gap in the literature by enriching our under-
standing of an earlier step in the process of choosing clothes 
to wear—the task of acquiring (shopping) for clothes. 

EMPIRICAL INVESTIGATION 
Our first aim is to better understand how people with visual 
impairments experience clothes shopping. We conducted our 
analysis in the broader context of brick-and-mortar and online 
shopping experiences to inform our effort to make online 
clothes shopping experiences more accessible. 

Interview Design 
We conducted semi-structured interviews, guided by Value 
Sensitive Design (VSD) [18], with eight study participants 
with visual impairments. We began by asking participants 
20 open-ended questions to learn about the significance they 
place on clothing shopping in their lives, their experiences and 
habits when shopping for clothes online versus in brick-and-
mortar stores, and their use of technology and other assistance 
while clothes shopping. We also asked 13 Likert-scale ques-
tions focused on the participants’ value and expected value 
of clothes shopping and how accessibility factors impact their 
shopping experiences (1=Very low / 5=Very high). Finally, we 
asked participants to demonstrate how they approach online 
shopping using their preferred technology. Each interview 
lasted from 30 to 45 minutes, and took place in a location 
chosen by the participant; we met four participants in their 
homes, two participants in coffee shops, and two participants 
in a university office. 

We then analyzed the data to identify emergent trends. To sup-
port data analysis, we audio and video recorded each interview. 
We then transcribed each audio recording and performed open 
coding [43] on the transcriptions to identify trends. 

Table 1 summarizes demographics for all participants (female: 
8, male: 2). The age of the participants ranges from 26 to 58 
(Mean=36.5, SD=11.38). Two participants described them-
selves as totally blind, two participants described themselves 

Figure 2. Answers to five Likert scale questions asked about general 
clothes shopping experiences; 1= Strongly Disagree; 2= Disagree; 3= 
Neutral; 4=Agree; 5=Strongly Agree. 

as blind with very limited light perception, and four partic-
ipants reported having low vision. We recruited using con-
nections with a local university, a local independence training 
center, and snowball sampling. We did not recruit for a spe-
cific type of visual impairment as our aim was to understand 
the range of experiences faced by people with various visual 
impairments. All participants completed the interview and 
were compensated with a 20 USD Amazon Gift Card (for 
participation in this inquiry and our subsequent user study). 

Importance of Clothes Shopping 
Overall, our Likert scale data shows clothes shopping is person-
ally significant for the participants; i.e., 6 of the 8 participants 
agree or strongly agree (i.e., Q3; Figure 2). Most participants 
reported that clothes shopping impacted their ability to achieve 
their personal goals (i.e., average of 3.87/5; Q1; Figure 2) and 
professional goals (i.e., average of 3.62/5; Q2; Figure 2). This 
is interesting given that participants brought such a large diver-
sity of experiences with shopping, stemming from their unique 
interests and experiences with vision loss (e.g., Table 1). Our 
understanding of these numbers is enriched by the following 
three emergent themes from the interviews which suggest why 
clothes shopping is important to them: 

• Clothing is necessary: As articulated by Bob in jest, “Noth-
ing makes clothing shopping necessary; it’s necessary be-
cause they do not let us run around naked yet.” 

• Clothes shopping is a social activity: For Annie, Sam, and 
Cathy, their social experiences were enhanced by receiving 
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trusted feedback about fit, style, etc. as well as sharing in 
the joy of finding quality items and good deals. 

• Clothes shopping is an activity that supports expressing 
personal interests and identity: For Sam, he expressed a 
strong need to shop for specialty shirts online that “show my 
creativity and aesthetic preferences.” Lily and Julia noted 
their professional identity is related to shopping, due to the 
need to both perform shopping and manage stores. More 
broadly, the Likert scale data shows that most participants 
(i.e., 5/8) agree or strongly agree that having their clothing 
match by style is important (i.e., Figure 2; Q4). 

Current Experiences with Clothes Shopping 
All eight participants shared they most often shop for clothes 
in brick-and-mortar stores, and five participants reported ex-
perience with clothes shopping online. We here discuss the 
factors that they reported affect their ease and difficulty with 
shopping in brick-and-mortar stores and online. From open-
coding analysis, we identified three key factors: 1) accessing 
product information; 2) use of shopping assistance; and 3) 
achieving personal mobility, orientation, and transportation. 
We summarize our findings with respect to these factors below, 
both for shopping in brick-and-mortar stores and online. 

Obtaining Product Information 
We found locating accurate information is a critical factor be-
hind our participants’ satisfaction with a shopping experience. 

With respect to shopping in brick-and-mortar stores, all study 
participants reflected that the biggest benefit, as Julia put it,“is 
the ability to know what I am buying and getting what I am 
seeking and knowing that I am not getting ripped of in terms 
of price or quality.” However, as noted by one participant, 
difficulties include the inability to read price tags and size 
information on clothing items. 

With respect to online shopping, all participants noted they 
could potentially get more information from web-based prod-
uct descriptions. Three participants mentioned the ease in 
which shopping web sites like Amazon make it to read re-
views to obtain extra information. However, online shopping 
currently eliminates the ability to touch products. Furthermore, 
it presents significant challenges due to many web sites failing 
to adhere to WCAG Standards. Cindy, Jackie, and Vivian all 
described abandoning online shopping because voice over of-
ten does not work or images lack Alt Text. Several participants 
with low vision (Julia, Scott, and Vivian) also noted challenges 
while trying to access visual content despite their ability to use 
magnification tools on their devices. Vivian said, “Sometimes 
they [the images] are OK, sometimes they are too small or 
they do not give a full view.” Jackie noted a difficulty with 
using existing accessibility technologies is that they require a 
lot of mental effort to parse and recall all the information that 
“comes at me.” Limited fluency with accessibility technologies 
(e.g., screen-readers) also impacted some participants. 

Shopping Assistants 
Many participants shared their satisfaction with a shopping ex-
perience is impacted by the type(s) of assistance they receive. 

With respect to brick-and-mortar experiences, some stores 
offer services to facilitate shopping experiences. Three par-
ticipants referenced positive experiences with assistants who 
directly approached them and asked if they need assistance. 
As Vivian noted, when assistants are informed and consider-
ate they can create positive experiences. But, she noted the 
responsibility largely falls on the customer to “try to give them 
as much as possible; the occasion [for wearing the item] and 
the style”. Similarly, Annie shared, “I only use somebody at 
a store for help when I am looking for something very spe-
cific because they do not know my standards.” Lily reflected, 
“[A] few times I have got really great people, but very rare.” 
Five participants shared negative experiences with shopping 
assistants. Jackie described feeling socially isolated when 
assistants do not approach her. Lily and Jackie also expressed 
concern over how well the shopping assistants are trained to 
listen to them or know enough about the products they are 
trying to sell. Julia also expressed a lack of confidence in 
shopping assistants for fear that they are “trying to get a com-
mission out of me.” Cathy described “They always take me all 
over the place to try to find what we are looking for but we 
do not find it.” Despite an appreciation that brick-and-mortar 
shopping assistants exist, collectively the participants shared 
shopping assistants are only helpful when they are patient, re-
spectful, attuned to fashion, trained in giving verbal directions, 
and help them find alternative sizing, colors, and materials. 

With respect to online shopping, none of the participants had 
experience with an on-demand personal assistant. However, 
several participants raved how online product reviews assist 
their desire for more product information. According to Julia, 
“I rely on reviews a lot if I shop online. I also rely on the ability 
to leave questions. When I leave reviews, I get questions 
that people post online. I find that comfortable to create the 
conversation and be honest about what the product is and is 
not.” A reoccurring concern about using on-demand personal 
assistants was the fidelity or trustworthiness of information. 
Comments resembled that from Vivian who shared “I do not 
trust web sites like Ebay, or Craigslist. I feel that it is sketchy 
without at least getting reviews.” 

Mobility/Orientation/Transportation 
The final reoccurring theme pertained to a difficulty with brick-
and-mortar shopping. Specifically, all participants discussed 
frustrations with traveling to and navigating through malls and 
stores, seven of whom explicitly shared about the challenge 
with navigating to stores. As Vivian explained, “Clothing 
shopping is a serious commitment..,it is going to be two to 
three buses or trains to get to where I need to go.” Bob shared 
that even once he gets to the mall, “it’s a nightmare; there is 
no GPS. If they had that, my phone would have been working 
inside which probably would have told which store I am in-
side.” Similarly, Sam noted “Having a visual disability makes 
it [getting around stores] more stressful. I have to use my 
phone, and I am very close to it. I look retarded.” Julia noted 
that many retail stores are designed for the visual experience, 
in order to help people find outfits rather than to “easily make 
their way around the space.” Moreover, she shared “Now that 
I have lost my vision, I am not comfortable with public trans-
portation or ride-share services, and I do not want to impose 



on my husband.” We found that the time it takes to travel 
somewhere, the lack of accessible transportation offerings, 
concern about their personal mobility and orientation skills, 
the stigma of having to rely on another person for transport, or 
the challenge of finding their way around a mall or store are 
major deterrents for shopping in brick-and-mortar stores. 

Every participant indicated that online shopping offers great 
promise to reduce travel time and effort. 

Trade-Offs Made When Clothes Shopping 
When deciding how to shop for clothing, our participants regu-
larly made trade-offs between the aforementioned factors. For 
example, when shopping at brick-and-mortar stores, partici-
pants negotiated between the desire to learn more about prod-
ucts and the burden of relying on assistants. When shopping 
online, participants negotiated between the desire to efficiently 
find comprehensive, trustworthy information about products 
and the burden of learning a web site’s particular conventions 
and accessibility issues. And when choosing whether to shop 
in a brick-and-mortar store versus online, participants negoti-
ated between (1) the desire for independence from assistants in 
brick-and-mortar stores versus the time and effort to develop 
the digital literacy needed to shop online and (2) the desire 
to feel and try on clothing at brick-and-mortar stores versus 
the potential time and effort saved by shopping online (by 
avoiding mobility, orientation, and transportation challenges). 

Discussion 
Our findings offer evidence that the target population finds 
clothes shopping important to achieve personal and profes-
sional goals. Moreover, they seek distinct experiences when 
choosing to shop in brick-and-mortar stores versus online, in 
part, due to accessibility challenges that impact their ability to 
shop in each environment. Our findings also underscore that 
accessibility challenges can vary depending on a person’s vi-
sion level (i.e., blind versus low vision), for example, whether 
a web site has a non-functioning magnification tool versus 
an image with no Alt text. Broadly, we summarize the acces-
sibility challenges affecting participants as revolving around 
the following values: 1) Efficiency and Ease; 2) Information 
Access and Trust; 3) Independence; 4) Social Connection; and 
5) Freedom of Expression and Personalization. 

While our empirical investigation reveals a broad range of 
opportunities to improve the accessibility of shopping in brick-
and-mortar stores and online, we focus for the remainder of 
this paper on addressing the accessibility of shopping online. 

AUTOMATED ONLINE SHOPPING ASSISTANT 
In what follows, we describe our design recommendations and 
prototype for an accessible online shopping assistant. 

Design Recommendations 
Our empirical observations revealed the types of accessibility 
challenges could vary based on the participants’ level of vision 
and experience using online shopping web sites. Towards 
improving online accessibility for blind and low vision users, 
we propose the following three design recommendations: 

Consistent Structure. We repeatedly observed user inefficiency 
and frustration because of a lack of consistency between web 
sites. For example, low-vision participants shared a frustration 
with having to continuously learn how to use different mag-
nification tools that are provided on different web sites. Julia 
describes her experience using her iPad to browse different 
web sites: “All the magnification and enlargement stuff will 
work on Ebay. When I navigate to the Columbia web site it 
works. But then if I go through the app, nothing can enlarge 
[by zooming in on the page]. Then I have to open up the [iPad] 
magnifier, but it doesn’t let me move around [the web page]. 
Ninety percent of the time when I try a web page’s version, I am 
disappointed in the accessibility compatibility.” In addition, 
we heard frustration about web sites that do not follow WCAG 
guidelines. Bob, a computer scientist, asked for developers of 
online shopping web sites to “Use CSS properly — don’t use 
CSS to do things that HTML can do. Label images, use buttons 
that are clearly accessible, and add good descriptions in a 
succinct manner!”. We recommend the design of a single, 
domain-specific structure which users can then query to 
address their questions, and the implementation of a web 
site wrapper that automatically converts any product web 
page to fit into this structured representation. 

Complete Information. We also observed issues arise due to 
an incomplete understanding about a product. In some cases, 
the incomplete understanding occurred because information 
was missing. For example, participants reported Alt text to 
describe an image often was missing or inadequate, despite 
clear WCAG guidelines requiring it. In other cases, the in-
complete understanding occurred due to uncertainty where 
to locate the information of interest. For example, some par-
ticipants who demonstrated their use of personal devices to 
shop online would eventually abandon their efforts to answer a 
question about a product because they questioned whether the 
information was available on the web page. While a struc-
tured representation of a web page can help a user learn if 
the information of interest is present, we also recommend 
using automated tools to fill in information found to be 
missing when creating the structured representation of a 
web page (e.g., Alt text for images). 

Hierarchical Structure. Additionally, we repeatedly observed 
user inefficiency and frustration arise because of a lack of 
control over the level of detail received. For example, when 
Jackie demonstrated how she used her personal device to shop 
online, she pleaded for information to be presented “up front 
and then let the shopper choose to go into detail.” In addition, 
low vision participants wanted to zoom into images to observe 
features of clothing in greater detail. We recommend design-
ing a hierarchy for the structured representation so users 
can learn about a product at their preferred level of detail 
(e.g., display full image versus magnified view of an item 
in the image; communicate the product name versus the 
lengthy product description). 

BrowseWithMe Implementation 
Next, we present our system for improving accessibility—an 
online shopping assistant which possesses a set of skills to 
meet the design recommendations above. Inspired by the ac-



Figure 3. Overview of BrowseWithMe, which converts multimodal information (text and images) on a product web page into a structured representation 
that a user can interactively query to learn what (s)he wants to know about a product and the suggested outfit for the product. 

cessibility challenges identified in the empirical investigation, 
we focus here on providing an automated assistant to help a 
user more easily obtain information about each product online. 
In other words, we propose an automated online assistant to 
help “browse" products, which we call BrowseWithMe. 

BrowseWithMe enables a user to ask for and receive only the 
desired information from a web page. Figure 3 illustrates an 
overview of this system. On the back-end, BrowseWithMe 
takes as input a product web page and outputs a structured, 
hierarchical description about the product. It consists of a 
parallel set of modules that automatically re-organizes the 
multimodal content (e.g., text and images) on the web page 
into a consistent hierarchical structure and fills in missing 
information (i.e., image description). This approach com-
plements existing web page segmentation approaches [49] by 
demonstrating how to automatically fill in missing information 
(e.g., image descriptions). On the front-end, BrowseWithMe, 
uses the structured representation as the basis for an intelligent 
online assistant that responds to user requests for information. 
We describe this system in greater detail below. 

Back-end: Structured Representation 
An important question to address when designing an interac-
tive intelligent agent is “what type(s) of information do users 
want?” For our prototype, we identified four product-based 
features deemed important during the experimental investiga-
tion: price, material, details, and color. We also identified the 

following features to describe the outfit image on a product 
web page: report the article(s) of clothing present and the 
color of each article. These features reflect the broader desire 
of all participants to find outfits that match (i.e., Table 2; Q4 
and Q5), and more specifically responds to Lily who shared 
“I miss browsing through magazines to get outfit inspiration!” 
The importance of these chosen features is reinforced by the 
findings of prior work [6, 13, 14, 20, 44, 46]. 

To generate the aforementioned hierarchical, structure that 
characterizes a product, we link a natural language processing 
(NLP) module and computer vision (CV) module. The NLP 
module is a simple parser that locates three factors about the 
product in the web page source code: price, material, and 
description. The CV module, described in greater detail below, 
automatically generates a description of the entire outfit shown 
in a product image. We implemented this back-end using a 
Python flask based web server. Automatically detecting such 
textual and visual information is the key idea that enables 
BrowseWithMe to relieve shoppers of the current challenge 
that they must learn different navigation behaviors for different 
shopping web sites to locate the pertinent information. 

The key technical component that enables self-paced, hier-
archical exploration of the different elements of an image is 
a semantic segmentation module. While existing automated 
assistive technologies [28, 35, 48] use image classification 
techniques that deliver a one-size-fits-all description for an 
image, we instead use a semantic segmentation module which 
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automatically identifies the regions in an image belonging to to “menu" by listing all supported queries and describing the 
the different clothing items (as exemplified in Figure 3). Our information provided by each query. 
implementation supports automatically identifying ten cate- BrowseWithMe supports user interaction via typing and speak-gories of clothes. Included are five articles that commonly are ing. Typing may be preferred when users are in public spaces in outfits: top, pants, dress, skirts, and shoes. Also included and do not wish to draw attention to themselves. Speaking, are five accessories: hat, sunglasses, belt, bag, and scarf. Sun- alternatively, offers hands-free convenience. Our front-end, glasses are of particular interest since people with vision loss client side of BrowseWithMe is implemented using Javascript. often wear them both to safeguard what eyesight remains as We used Chrome browser’s built-in voice recognition and dic-well as to avoid the discomfort due to increased sensitivity to tation API to support voice commands. light. Hats also are commonly worn by those with sight loss 
to either avoid the discomfort from direct sunlight as well as 
to help detect overhead obstacles (e.g., tree branches). We USABILITY TESTING 
implemented this module using CAFFE [26] to train a fully We next investigate the value of BrowseWithMe in assisting 
convolutional neural network on 9,000 annotated images [34]. visually impaired users to shop online. 
The output semantic segmentation map is the foundation that 
BrowseWithMe then uses to assign a color to each detected Interview Design 
item in the outfit, as exemplified in Figure 3. Specifically, each We conducted a mixed method interview with the same eight 
outfit item is assigned the color in the xkcd palette [4] that individuals from the empirical investigation, a valuable precur-
is closest in the Lab color space to the average pixel value sor for assessing whether the system addressed the challenges 
from all pixels belonging to that item. We chose the xkcd and requests they communicated during the earlier interviews. 
palette because it uses widely-known color names. As an Each user study lasted approximately one hour. 
example of the human-like, descriptive richness of this palette, 
various shades of “red" may be identified as “lipstick red" or We began each interview with a moderated, problem-discovery 
“brick red". Such nuanced detail about color can be especially usability test in which participants explored product web pages 
valuable for individuals who lose sight later in life and so may on three different web sites (i.e., ASOS [7], H&M, and Forever 
be familiar with such distinctions. 21). We first explained to each user that BrowseWithMe is 

an interactive tool that enables users, when browsing clothes 
The output semantic segmentation map also serves as the foun- online, to give commands to learn about a product or the outfit 
dation to support smart magnification, a technique designed to associated with the product. We then provided a short training 
improve the accessibility of magnification tools for low vision on how to interact with the system (i.e., price, material, details, 
users. Specifically, for each detected item in an outfit, the describe outfit, [item] color, and menu queries) and advance 
system slightly enlarges the bounding box around all pixels the product web pages with the keyboard. As part of this 
that belong to it and crops out the remainder of the image, as training, we walked participants through requesting product 
exemplified in Figure 3. We intentionally restrict the content to information from two web pages, during which we reminded 
only show the clothing of interest in order to avoid distracting them of the queries they could use. Subsequently, we asked 
users from the background or other articles of clothing. them to use the system independently to obtain information 

Front-end: Automated Response to Queries 
On the front-end, users can ask for and receive only the desired 
information using a single, consistent interface across different 
clothes shopping web sites. To demonstrate the general value 
of BrowseWithMe, we implement our prototype to support 
three popular web sites: (1) ASOS, which carries 850 brands 
of clothes, (2) H&M, a popular retailer in the United States 
and (3) Forever 21, a popular retailer in the United States. Cus-
tomizing the system for each web site only requires updating 
the semantic parser to locate appropriate HTML identifiers. 

BrowseWithMe responds to the following queries about the 
product: “price", “material", “details", and “color". It also 
responds to “describe outfit" by listing all items present in the 
product image (e.g., top, pants, hat). The user also can learn 
the color of any article of clothing and simultaneously have it 
magnified on the screen with the query “[article of clothing] 
color" (e.g., skirt color). BrowseWithMe magnifies an item 
to three times its size in the original image. The NLP module 
supplies the information for three of the queries (“price", “ma-
terial", “details") and the CV module supplies the information 
for the remaining queries. Finally, BrowseWithMe responds 

from six additional product web pages. For this test, we had 
the users engage with the system using voice commands. 

We then asked each participant to answer a series of ques-
tions about their experiences with BrowseWithMe. Included 
were 12 open-ended questions and 12 Likert scale questions 
(1= Strongly Disagree; 2= Disagree; 3= Neutral; 4=Agree; 
5=Strongly Agree). The Likert scale questions related to the 
Likert scale questions asked during the empirical investiga-
tion. To support data analysis, we collected field notes as 
well as audio and video recordings of each participant’s use 
of the system. Our emphasis in our analysis was to learn how 
each participant (1) completed requested tasks, (2) used voice 
queries to learn about products, and (3) might want to expand 
upon BrowseWithMe’s skills. 

Impact Specific to Online Shopping Experience 
We first discuss the impact of BrowseWithMe on making 
shopping web sites more accessible. Towards this aim, we 
report below both on how participants learned to interact with 
BrowseWithMe as well as their experiences with respect to 
the three aforementioned design recommendations we used to 
inform the design of our automated, online shopping assistant. 

http:product.We
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Learnability 
All participants were able to complete the task of using 
BrowseWithMe to independently obtain information about 
six products, after completing training on two product web 
pages. Most participants remembered the commands after the 
two training rounds, although Annie recommended having a 
braille cheat sheet available and Jackie recommended having 
a way of accessing the command list in addition to the voice 
command “menu.” Every participant was using the commands 
fluently by the final product web page. 

Consistent Structure 
The primary benefit the participants identified about the 
speech-driven interface was the ability to efficiently navigate 
to the information about the product that is important to them 
using the same five commands on any web site. For example, 
Jackie shared “When I am product searching, I don’t want all 
of the product information. It is nice to be able to ask for what 
I want to know.” As noted by Bob, “the most useful things are 
the details and the outfit description with access to colors”, 
reinforcing our broader observation that participants used the 
details command most often as their first action. 

Complete Information 
While the existing commands proved useful, most participants 
also requested more commands. They wanted to quickly learn 
about available color and size options for a product, brands, 
and the gender ascribed to the product. They also requested 
more fine-grained detail. For example, Bob requested “more 
detailed color analysis with patterning as the algorithms get 
better; skirt length, skirt style (pencil, a-frame); sleeve length 
(1/4 length; 3/4 length); better description of neckline; dress 
– is it backless, U-cut; how does it fit around the waist – low 
waist; slit – does it have a slit which goes to the knee or upper 
thigh; does it have holes; all this would be good; descriptions 
for all graphics showing the item or outfit would be good – side, 
front, and back view.” Julia requested that “I could say, "are 
there pockets and, as if it [BrowseWithMe] had eyes, say there 
is a pocket." That would be amazing!” Several participants 
also wanted to learn about the product material texture and 
blends as well as have an accessible sizing chart. Additionally, 
three participants requested the ability to interrupt the system, 
suggesting that the participants want to have real-time control 
in deciding when they have all the information they want. As 
noted by Bob, "In its current form I can’t talk over it... I need 
to wait for it to stop talking before I can give a new command." 

Hierarchical Structure 
The four participants in our study with low vision appreciated 
the magnification feature to quickly zoom into any clothing 
item. Still, there were mixed reviews of it in its current form. 
Cathy said, "I really liked when it made the image bigger. It 
could be made better by making the image in HDMI. I use 
a mouse a lot to scroll. Sam indicated he would use the 
feature if it was there, but he might just default to using the 
magnification tool on his computer or phone. Vivian wanted 
the image to be magnified even more for it to be of use to her. 

More generally, supporting a broader range of commands to 
support online clothes shopping necessitates a hierarchical 
structure to support a user to be efficient when shopping. 

Figure 4. Study participants answers to several Likert scale questions 
asked about their experiences with BrowseWithMe; 1=Strongly Dis-
agree; 2=Disagree; 3=Neutral; 4=Agree; 5=Strongly Agree. 

Impact on General Shopping Experience 
We next examine the impact of BrowseWithMe on the partici-
pants’ shopping experiences, reporting findings with respect 
to the five values summarized in the empirical investigation. It 
is noteworthy that we intentionally excluded addressing one 
value, “Social Connection", from our system, as we initially 
believed it would require a huge technical effort of building 
an online social network. As discussed below about this value, 
and other values, participants were very generous in providing 
valuable feedback for how to further improve BrowseWithMe 
to support their values and enhance their experiences. 

Efficiency and Ease: Most participants thought Browse-
WithMe would allow them to find clothes more quickly on-
line (i.e., Q8; Figure 4). Most participants also agreed or 
strongly agreed that online shopping will be more accessible 
with BrowseWithMe (i.e., Q6 and Q7; Figure 4). No partic-
ipant reported that BrowseWithMe was difficult to use (i.e., 
Q10; Figure 4). Anecdotally, Sam shared “I think for myself, 
reading a lot of text can be tiresome for eyes, so leaving those 
and moving to audio can be helpful, and knowing the details 
of products and specs can be useful...I like having the option 
of voice.” He also suggested a further benefit of speech-driven 
interaction is the ability to multitask: "This could be really 
useful if I wanted to use voice commands to search and shop 
for different items and do something else at the same time." 

Information Access and Trust: Lily and Jackie, who recently 
lost their sight, related the experience of using BrowseWithMe 
to catalogue shopping. In Jackie’s words, "it is more like 
looking at an ad than at a specific product; it reminded me of 
reading the Sunday paper...more like browsing to put together 
a complete outfit. I didn’t expect that." Vivian shared the 
system allowed her to learn what fashions are current, while 
removing the burden of sifting through too much information. 

Independence: Most participants reported that BrowseWithMe 
makes them feel confident in using a computer to shop online 
(Q9; Figure 4). 

Social Connection: While our current system was not de-
signed with the intention to support social connection online, 
we heard from Sam, Jackie, Cathy, and Vickie a nice sugges-
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Figure 5. Human voting accuracy in choosing the correct image from five options, when given an image description from BrowseWithMe and Alt text. 
Shown are results for (a) 30 voting tasks which consist of (b-d) 10 voting tasks per clothing item for “tops", “pants", and “skirts" respectively. Each 
score represents the fraction of ten people who chose the correct image from five options. The central marks of the boxes denote the median values, box 
edges denote the 25th and 75th percentiles values, whiskers denote the adjacent value to the data point that is greater than one and a half times the size 
of the inter-quartile range, and black cross-hairs denote outliers. Also shown below the plots are the mean values. Alt text leads to accurate recognition 
only slightly more than half the time. BrowseWithMe yields a great improvement over Alt text; e.g., 20 percentage point increase in the median score. 

tion for how to introduce this capability. Specifically, they 
requested a feature to support sending pictures of clothing to 
friends for feedback. Such a feature would mimic our partici-
pants’ experience while shopping in brick-and-mortar stores 
of engaging with others to get feedback, good deals, etc. 

Freedom of Expression and Personalization: As one partici-
pant noted, “it [BrowseWithMe] could help me figure out what 
I want, what is out there... Sometimes I don’t know what I want 
or what styles are new.” Julia suggested a further potential 
of the system; "If you could link to each article an outfit, you 
could satisfy the retail therapy of browsing. This system en-
ables you to not have to know what you are looking for." At the 
end of her interview, Jackie stated “I think it [BrowseWithMe] 
would help me put together an outfit and stylize...as opposed 
to just getting a shirt or jeans.” 

TECHNICAL EVALUATION: IMAGE DESCRIPTIONS 
We next evaluate the ability of BrowseWithMe to automati-
cally generate an accurate description of a product image. This 
addresses participants’ frustration that Alt text often is missing 
for images, leaving them to a tedious process of parsing the 
content on the rest of a web site to try to learn whether infor-
mation (such as product color) is available elsewhere. Of note, 
prior work that explored the use of automatically generated Alt 
text [35] concluded that blind people should mistrust resulting 
image descriptions. Our work highlights a different finding in 
the limited domain of outfit images on shopping web sites. 

Method 
Our experiment is designed to evaluate and compare image 
descriptions that come from BrowseWithMe and Alt text. 

Task. Study participants were shown a text description and 
asked to identify the best matching image from five image 
options. The five image options consisted of one true match 
and four incorrect matches. A study participant voted by 
selecting a radio button immediately below an image. 

Participants. We recruited sighted participants, since our aim 
is to assess if a description accurately matches an image. We 
employed crowd workers on Amazon Mechanical Turk who 
previously completed at least 500 tasks and received a 95% 

approval rating. We only accepted crowd workers from the 
US to minimize concerns about language barriers. 

Dataset. We created a dataset to support evaluating image 
descriptions. We chose true image matches by collecting 30 
images from two shopping web sites (i.e., ASOS and Self-
ridges). We used three search queries—“skirt", “pants", and 
“top"—to support evaluation for a variety of products, and col-
lected 10 images per search query. For each of the resulting 30 
images, we collected a text description from BrowseWithMe 
(by concatenating each article of clothing with its color, sep-
arated by commas; e.g., “black top, almost black bag, light 
peach skirt") and from Alt text (when no Alt text was avail-
able, we used the title listed on the web site; e.g., “Leather 
Look Stretch Skinny Pants"). Next, we identified incorrect 
image matches by collecting an additional four images from 
ASOS and Selfridges that we paired with each true image. 
We employed the same search queries used to collect the true 
image—“skirt", “pants", and “top". Consequently, incorrect 
image options typically resembled the true option by including 
the same elements of an outfit (e.g., all five images show a 
skirt and top) and occasionally showed similar colored outfits. 

In total, we collected 150 images to support 60 voting tasks. 
The dataset supported 30 voting tasks on BrowseWithMe de-
scriptions and 30 voting tasks on Alt text descriptions. 

Experimental Design. To minimize concerns about fatigue 
affecting a worker’s performance, we only included 20 voting 
tasks per job. Included were 10 voting tasks with the Browse-
WithMe descriptions and the corresponding 10 voting tasks 
with the Alt text for the same images. In order to capture pos-
sible disagreements about which is the best matching image 
for a given description, we collected votes from 10 unique 
workers per description. To avoid possible order biases, for 
each worker, we set a new randomized order of the 20 voting 
tasks per job and order of the five images per task. 

Evaluation. For each image description, we computed the frac-
tion of 10 crowd workers who chose the correct image. Thus, 
our quality measure for each image description is represented 
by a score ranging from 0 to 1 with higher scores indicating 
higher quality. To assess the significance of differences in 
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Figure 6. Comparison of image descriptions from BrowseWithMe (in 
red rectangles) and Alt text (in black rectangles). 

quality for BrowseWithMe descriptions and Alt text, we used 
the bootstrap test [41] to compute the probability of obtaining 
the two sets of observed scores by chance. 

Results 
Overall, crowd workers recognized images better using 
automatically-generated descriptions from BrowseWithMe 
than using Alt text (Figure 5a); i.e., the median improves by 
20 percentage points from 60% to 80%. The chance of ob-
taining the two sets of observed results by chance is low ( p = 
0.06). Figure 6 exemplifies the advantage of BrowseWithMe 
as well as its limitation with handling non-solid colored items. 

We also observed the CV module performs well in absolute 
terms; i.e., 80% median score for all voting tasks (Figure 5a). 
We attribute this success in part to images on shopping web 
sites often having clean, solid colored backgrounds with sim-
ilarly structured content in the foreground. Specifically, we 
hypothesize that the restricted scope of image content in the 
online shopping domain makes the prediction task easier for 
CV algorithms. Our findings offer promising evidence that 
online shopping is a domain where artificial intelligence algo-
rithms can be trusted and so of great value. 

For specific products, we found BrowseWithMe performs 
best for tops (Figure 5b), followed by pants (Figure 5c), and 
finally skirts (Figure 5d). Many mistakes arise due to the 
segmentation algorithm confusing skirts for dresses and in-
accurate color assignments (e.g., labeling a white top as pale 
grey). Our findings highlight a need to further improve CV 
algorithms for detecting outfit items and characterizing colors. 

DISCUSSION 
While the accessibility of online shopping depends on many 
factors, our findings suggest the browsing capability is an 
important factor. Below we discuss areas for future work. 

Broadening Scope of BrowseWithMe 
All participants expressed an interest in extending Browse-
WithMe for use throughout their entire shopping experience, 
from the moment they start to search for an item to checkout. 
For example, Annie said it would be helpful to connect this 
system to checkout so she could quickly review the items in her 
shopping cart. Vivian asked for a Buy This Item! command. 

Our user studies also uncovered an interest from most partici-
pants to support online shopping for products besides clothing. 

Most participants we interviewed use Amazon to shop online 
for items such as food, household supplies, and electronic 
products. While these product categories may not carry the 
same type of personal significance as clothes shopping, they 
pose similar technical challenges in that shopping web sites 
typically show multimodal web pages (i.e., product images 
with associated text). Generalizing BrowseWithMe to other 
shopping web sites and domains requires engineering the back-
end system; e.g., swap in a different semantic segmentation 
module and semantic language parser. We plan to investigate 
deploying BrowseWithMe for different products to evaluate 
and compare users’ experiences in different shopping domains. 

Broadening Scope of User Studies 
While our user studies offer insight from a breadth of users 
across a diverse population, a valuable next step will be to 
pursue a deep examination of the interests and experiences 
for different segments of the population; e.g., based on visual 
impairment—born blind, went blind later in life, versus low 
vision; age; and technical expertise. We suspect that the kind 
of interests and perceived value of online shopping technology 
will vary across different user groups. For example, we heard 
in our user studies that more experienced screen reader users 
preferred BrowseWithMe to speak faster whereas less experi-
enced screen reader users preferred BrowseWithMe to speak 
slower. In addition, while the magnification tool is only of use 
to people with low vision, it could be improved by designing 
different magnification schemes for objects of different size 
(e.g., sunglasses versus a dress) as well as different screen 
sizes (e.g., mobile phone versus computer screen). 

Thus far, we studied a web browsing experience with known 
users to design and identify design improvements for Browse-
WithMe. Studies with a large number of anonymous users in a 
real-life, online shopping context will be important to further 
generalize BrowseWithMe for use at scale “in the wild". 

CONCLUSIONS 
We explored the problem of designing technology to assist 
people with visual impairments to shop for clothes online 
as a non-trivial example for understanding and improving 
the accessibility of online shopping at large. In-person inter-
views motivated the practical value of this problem by illus-
trating the importance and current inaccessibility of clothes 
shopping. In response, we proposed BrowseWithMe, which 
departed from treating people as passive listeners of un-
parsed information to active solicitors of the specific infor-
mation they are seeking. BrowseWithMe automatically con-
verts multimodal input data into a structured representation 
in order to overcome the inconsistent shopping experiences 
provided by different web sites. Findings from our Usabil-
ity Testing and Technical Evaluation validated that Browse-
WithMe could improve users’ online shopping experience and 
fill in missing information. We publicly share our code at 
https://github.com/kothariesha/BrowseWithMe. 
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