
How to Collect Segmentations for Biomedical Images? 
A Benchmark Evaluating the Performance of Experts, Crowdsourced Non-Experts, and Algorithms

Motivation
Biology: Relationship between shape 
and function?    
Question: How to extract accurate 
object boundaries from images?
Key Challenges:

* Which annotation method?
* How to evaluate an annotation 
method? (no references for 
“images in the wild”)
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Annotation Methods

Algorithms: Lankton level set, Shi level set, 
Chan Vese level set, seeded watershed, 
Hough Transform, Otsu thresholding

Crowdsourcing: LabelMe & Mechanical Turk

Consensus: Pixel Majority Vote

Method Evaluation Method Comparison
Crowdsourcing consensus 

statistically similar to
 experts!
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D1: D2: DN:

Fused Segmentation:

  J(A,B) = 0   J(A,B) > 0   J(A,B) -> 1Gold Standard (A)

Annotation (B)
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Expert performance 
differs, especially for 

different datasets

Crowd consensus 
exceeds performance 
of individual crowd 

workers

Algorithm performance 
varies widely, especially 
for different datasets

3 image acquisition 
modalities

6 biological 
entities

305 
Objects

perform best perform worstsimilar to 
experts!
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