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Motivation 
Computer Vision 
•  Demonstrate effective algorithm design with good scores… 

 Which evaluation measure?  

Biology/Biomedical Engineering 
•  Trust analyses derived from segmentations… 

Which gold standard?  

Key Contribution #1: Segmentation Analysis Model   
Observing that the performance score depends on the gold standard segmentation, we 
propose an analysis approach that introduces the consideration of how to establish the 
gold standard.  It links annotation collection approaches with gold standard generation 
methods and evaluation algorithms into a unified framework we call SAGE 
(Segmentation Annotation Collection, Gold Standard Generation, and Evaluation). 

Overview of SAGE (yellow) within the context of analyzing a query segmentation.  
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Scope: Segmentation Analysis 
Select measure to produce score indicating how similar a 
query segmentation is to a gold standard segmentation. 

      

Y. J. Zhang. A Survey on Evaluation Methods for Image 
Segmentation. Pattern Recognition, 29(8): 1335-1346, 1996. 

Key Contribution #3: How to Model Gold Std Segmentation  
Case studies showing the impact of annotation collection and gold standard generation 
on establishing trusted (i.e., high-consensus) gold standard segmentations in practice. 

  

1) Which annotation tool? Preference for Amira over ImageJ       
2) Who annotates? Education and experience not important       
3) Should fusion methods be used? Preference for original over fused annotations 

Key Contribution #2: Toolbox  
Freely available implementation of SAGE: 

http://www.cs.bu.edu/~betke/SAGE 
Annotation Collection 

Gold Standard Generation 
User can select an original or fused 

annotation to represent the gold standard.  
Supported fusion algorithms are STAPLE 
[Warfield 2004] and TPM [Meyer 2006] 

Evaluation 

Image 
Library: 

Annotators: 

Table 1. Description of image library for annotation

ID # of Images Imaging Modality Object Resolution Avg. Object Pixel Count Format
1 35 Phase Contrast Neonatal rat smooth muscle cells 1024×811 35,649 tif
2 48 Phase Contrast Fibroblast cells of the Balb/c 3T3

mouse strain
1030×1300 3,914 tif

3 36 Phase Contrast Vascular smooth muscle cells from rab-
bit aortas

1030×1300 9,880 jpg

4 35 MRI Left renal artery and the iliac bifurca-
tion of a New Zealand White Rabbit

512×512 180 bmp

Table 2. Description of annotator experience

ID Education
Level

Worked
with cell
images

Worked
with MRI
images

Used
ImageJ

Used
Amira

A Undergrad 3 mths None Yes No
B Post-doc 14 yrs 3 mths Yes No
C PhD stu-

dent
10 yrs 1 yr Yes No

D Post-doc 2 mths None Yes No
E PhD stu-

dent
3 wks 1 yr Yes No

gold standard segmentation should be trusted is consensus
amongst domain experts. We first characterize the image
libraries and annotators and then describe the experimental
design for each study.

3.1. Image Library for Annotation and Annotators
The intent of creating the image library was to provide

a generalized collection of images representing various im-
age acquisition modalities, object types, and image acquisi-
tion parameters. The image library contains a total of 154
images coming from four datasets. The first three datasets
were collected by observing the cells with a Zeiss Axiovert
S100 microscope and capturing images using a Princeton
Instruments 1300YHS camera. For the first dataset, the
cells were cultured at 37◦C in 5% CO2 on a PAAM hy-
drogel with embedded fluorescent beads with a size of 0.75
microns. For the second dataset, the cells were cultured
at 37◦C in 5% CO2 on a PAAM hydrogel. For the third
dataset, the cells were cultured at 37◦C in 5% CO2 on tis-
sue culture plastic. The fourth dataset contains MRI images
of a left renal artery obtained axially using a 3T MRI scan-
ner (Philips Achieva). A single object from each dataset,
present throughout the sequence of images, was identified
to annotate. The specifications of the datasets are summa-
rized in Table 1.

Five domain experts participated as annotators in the ex-
periments. They had different education levels, experiences
with the image types, and experiences with annotation tools,
as summarized in Table 2.

3.2. Studies

Study 1: Impact of Annotation Tool. The five anno-
tators were asked to annotate the first 154 images with two
annotation tools, ImageJ [?] and Amira [?], using their own
judgement. ImageJ, like LabelMe [?], uses a collection of
user specified points connected by straight lines to produce
a 2D segmentation. Amira collects user brush strokes to
produce a 2D binary mask indicating all pixels in an object.

Annotator A annotated using a touchpad to interface
with a laptop running a Mac operating system and would
annotate in 2-3 hour intervals before taking a break. An-
notator B annotated using a mouse to interface with both
a desktop and laptop running typically on a Linux operat-
ing system and would annotate in 1-2 hour intervals before
taking a break. Annotator C annotated using a touchpad to
interface with a laptop running a Windows 7 operating sys-
tem and would annotate in 1 hour intervals before taking a
break. Annotator D annotated primarily using a mouse to
interface with a laptop running a Windows 7 operating sys-
tem and would annotate in 2 hour intervals before taking a
break. Annotator E annotated using a mouse to interface
with a desktop running a Windows 7 operating system and
would annotate in 3-6 hour intervals before taking a break.

All annotators first annotated using ImageJ on all images
in various orders. Then, within one week, all annotators
annotated using Amira on all images in various orders.

The SAGE implementation was then run over all Im-
ageJ annotations with each person having their annotations
treated as a gold standard. For each of the five gold standard
sets, the system was used to calculate the following six eval-
uation measures indicating how each of the other non-gold
standard annotations compared against the gold standard:
accuracy, precision, false positive rate, false negative rate,
probability of error, and Hausdorff distance. This process
was repeated for the Amira annotations.

Table 2. Description of annotator experience
ID Education

Level
Worked with
cell images

Worked with
MRI images

Used
ImageJ

Used
Amira

A Undergrad 3 mths None Yes No
B Post-doc 14 yrs 3 mths Yes No
C PhD student 10 yrs 1 yr Yes No
D Post-doc 2 mths None Yes No
E PhD student 3 wks 1 yr Yes No

Table 4. Average evaluation score over all images for every pair of annotations for each evaluation measure are shown where I- indicates
ImageJ annotations and M- indicates Amira annotations. False positive rate and probability of error scores are all value× 10−2

.

AB AC AD AE BA BC BD BE CA CB CD CE DA DB DC DE EA EB EC ED
I-Acc 0.95 0.92 0.97 0.94 0.81 0.87 0.94 0.89 0.68 0.76 0.81 0.75 0.72 0.82 0.82 0.80 0.81 0.90 0.88 0.93
M-Acc 0.89 0.91 0.93 0.94 0.88 0.92 0.94 0.95 0.80 0.81 0.86 0.88 0.82 0.85 0.88 0.91 0.78 0.80 0.84 0.85
I-Prec 0.78 0.63 0.70 0.76 0.78 0.67 0.77 0.81 0.63 0.67 0.69 0.67 0.70 0.77 0.69 0.74 0.76 0.81 0.67 0.74
M-Prec 0.80 0.73 0.77 0.74 0.80 0.75 0.80 0.76 0.73 0.75 0.76 0.74 0.77 0.80 0.76 0.78 0.74 0.76 0.74 0.78
I-FPR 0.17 0.35 0.32 0.23 0.29 0.24 0.17 0.07 0.24 0.15 0.17 0.10 0.20 0.07 0.11 0.04 0.10 0.12 0.23 0.08
M-FPR 0.10 0.24 0.18 0.30 0.19 0.29 0.20 0.35 0.13 0.08 0.14 0.24 0.13 0.06 0.21 0.26 0.10 0.05 0.15 0.11
I-FNR 0.05 0.08 0.03 0.06 0.19 0.13 0.06 0.11 0.32 0.24 0.19 0.25 0.28 0.18 0.18 0.20 0.12 0.10 0.07 0.19
M-FNR 0.10 0.09 0.07 0.06 0.11 0.09 0.06 0.05 0.21 0.19 0.14 0.12 0.18 0.16 0.12 0.09 0.22 0.20 0.16 0.15
I-POE 0.23 0.43 0.35 0.30 0.23 0.42 0.30 0.27 0.43 0.42 0.42 0.42 0.35 0.30 0.42 0.33 0.30 0.27 0.42 0.33
M-POE 0.29 0.36 0.30 0.38 0.29 0.37 0.26 0.39 0.36 0.37 0.34 0.37 0.30 0.26 0.34 0.34 0.38 0.39 0.37 0.34
I-HD 13 19 14 13 15 20 11 11 17 16 14 15 18 14 21 14 16 13 22 13
M-HD 16 15 13 16 12 12 10 13 15 15 11 14 17 17 14 15 17 18 16 14


