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Review

• Last lecture: object tracking
• Problem
• Applications
• Datasets
• Evaluation metrics 
• Computer vision models
• Discussion

• Assignments (Canvas)
• Reading assignment was due earlier today 
• Reading assignment due Monday
• Project outline due in one week

• Questions?



Today’s Topics

• Multimodal applications

• Image captioning dataset challenges

• Image captioning algorithms

• Visual question answering dataset challenges

• Discussion (chosen by YOU ☺)
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Simultaneously Use 2+ Modalities

To date, most work focuses on the intersection of CV + NLP; e.g.,

Answer Visual Question: 
   Q: Is it edible or poisonous?
   
   A: Poisonous

Caption:
   A bunch of small light brown 
   mushrooms in a green field.



Visual Assistance for People with Vision Loss; e.g.,



Visual Assistance for People with Vision Loss

https://www.youtube.com/watch?v=cUSeFnZGIzY



Describing and Responding to Images Posted 
to Social Media with “Personality”

Shuster et al. Engaging Image Captioning via Personality. 2019



Describing Products

Yang et al. Fashion Captioning: Towards Generating Accurate Descriptions with Semantic Rewards. ECCV 2020



Medical VQA

Abacha et al. VQA-Med: Overview of the Medical Visual Question Answering Task at ImageCLEF 2019



Education (e.g., for Preschoolers)

He et al. An Educational Robot System of Visual Question Answering for Preschoolers. 2017

Answers questions about 
quantity and colors of 
detected objects



Audio Guide for Museums and Art Galleries

Bongini et al. Visual Question Answering for Cultural Heritage. 2020



Today’s Topics

• Multimodal applications

• Image captioning dataset challenges

• Image captioning algorithms

• Visual question answering dataset challenges

• Discussion (chosen by YOU ☺)



Sample of Existing Dataset Challenges

Stefanini et al. From Show to Tell: A Survey on Deep Learning-based Image Captioning. arXiv 2021
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Stefanini et al. From Show to Tell: A Survey on Deep Learning-based Image Captioning. arXiv 2021



Class Task: How Would You Describe This Image?

Fill out Google form



VLT2K

D. Elliott and F. Keller. Image description using visual dependency representations. EMNLP 2013



Flickr8K and 30K

Hodosh, Young, and Hockenmaier. Framing image description as a ranking task: Data, models, and evaluation metrics. JAIR 2013



MSCOCO

Chen et al. Microsoft COCO Captions: Data Collection and Evaluation Server. arXiv 2015



VizWiz

Gurari et al. Captioning Images Taken by People Who Are Blind. ECCV 2020



Personality-Captions

K. Shuster, S. Humeau, H. Hu, A. Bordes, and J. Weston. Engaging image captioning via personality. CVPR 2019

215 personalities selected from this list: http://ideonomy.mit.edu/essays/traits.html



How Would You Evaluate Captions from an 
Algorithm?



Evaluation: Human Judgments

• The description accurately describes the image (Kulkarni et al., 2011; Li et al., 2011; Mitchell et 
al., 2012; Kuznetsova et al., 2012; Elliott & Keller, 2013; Hodosh et al., 2013). 

• The description is grammatically correct (Yang et al., 2011; Mitchell et al., 2012; Kuznetsova et al., 
2012; Elliott & Keller, 2013). 

• The description has no incorrect information (Mitchell et al., 2012). 

• The description is relevant for this image (Li et al., 2011; Yang et al., 2011). 

• The description is creatively constructed (Li et al., 2011). 

• The description is human-like (Mitchell et al., 2012).

Raffaella Bernardi, Ruket Cakici, Desmond Elliott, Aykut Erdem, Erkut Erdem, Nazli Ikizler-Cinbis, Frank Keller, Adrian Muscat, 
and Barbara Plank. Automatic Description from Images: A Survey of Models, Datasets, and Measures. JAIR 2016



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE
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Idea: compute similarities of n-grams between a 
predicted caption and each ground truth caption

http://recognize-speech.com/language-model/n-gram-model/comparison



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

R. Vedantam, C. L. Zitnick, and D. Parikh. CIDEr: Consensus-based Image Description Evaluation. CVPR 2015

Idea: measure similarity of a predicted caption to how most 
people describe an image based on n-grams unique to the image



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

R. Vedantam, C. L. Zitnick, and D. Parikh. CIDEr: Consensus-based Image Description Evaluation. CVPR 2015

What content do most people describe in this image? 



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

Do you think these two captions describe the same image?

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016
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Problem: n-gram methods scores these as very similar

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016
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Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

Problem: n-gram methods scores these as very different

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

Idea: compare scene graph of prediction to scene graph of ground truth

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

What is the meaningful semantic content in these captions? 

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016

Meaningful semantic content in these captions:



Today’s Topics

• Multimodal applications

• Image captioning dataset challenges

• Image captioning algorithms

• Visual question answering dataset challenges

• Discussion (chosen by YOU ☺)
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Oscar: Transformer Design

https://docs.graphcore.ai/projects/bert-training/en/latest/bert.html

Inference



Novelty: Adds Explicit Alignment Between 
Visual and Textual Concepts

• Idea: explicitly learn alignment between text and features

• Motivating observations: often, salient objects are mentioned in 
image descriptions and can be located by object detection algorithms

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

VS



Oscar: Architecture

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Each image is represented as description of objects detected 
with Faster R-CNN using features from Faster R-CNN



Oscar: Architecture

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Novelty is to incorporate tags predicted by Faster R-CNN



Oscar: Architecture

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Uses BERT architecture, initialized with pretrained BERT weights



Oscar: 2 Pretraining Tasks 
(Masked Token Loss and Contrastive Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Like BERT, predict randomly masked tokens based 
on surrounding words, tags, and image information



Oscar: 2 Pretraining Tasks 
(Masked Token Loss and Contrastive Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Task: decide if tags are original when 50% of tags are 
replaced with randomly selected tag sequence in the dataset

Fully-connected layer added to enable binary classification 
based on the fused vision-language token representation



Oscar: 2 Pretraining Dataset

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

6.5 million text-tag-image triplets derived from existing V+L datasets



Oscar: Transformer Design

https://docs.graphcore.ai/projects/bert-training/en/latest/bert.html

Inference



Oscar: 2 Fine-Tuning Task (Masked Token Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Similar to pre-training, predict randomly masked tokens based on 
surrounding words, tags, and image information (on COCO dataset)



Oscar: Inference Time

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Repeatedly predict a new [MASK] token, incorporating the 
predicted word into the sequence, until [STOP] is predicted.



Idea: Oscar + Improved Object Detector



VinVL Architecture: Oscar + New Object Detector

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Improved object detector to predict more diverse 
categories and train larger models on larger datasets



VinVL: 2 Pretraining Tasks 
(Masked Token Loss and Contrastive Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Trained on 8.85 million text-image pairs to decide whether either captions or answers are 
corrupted (50% are not) for caption-tags-image triplets and question-answer-image triplets

Fully-connected layer added to enable 3-way classification 
based on the fused vision-language token representation



VinVL: Influence of Model and Dataset Sizes

Hu et al. Scaling Up Vision-Language Pre-training for Image Captioning. CVPR 2022

200M images, each with 1 alt text 
description, collected from Internet



VinVL: Influence of Model and Dataset Sizes

Hu et al. Scaling Up Vision-Language Pre-training for Image Captioning. CVPR 2022

8 model sizes tested on COCO dataset



VinVL: Influence of Model and Dataset Sizes

Hu et al. Scaling Up Vision-Language Pre-training for Image Captioning. CVPR 2022

What trend(s) do you observe?

The trends of improved performance for 
large models and training datasets is 
generally observed for transformers



Today’s Topics

• Multimodal applications

• Image captioning dataset challenges

• Image captioning algorithms

• Visual question answering dataset challenges

• Discussion (chosen by YOU ☺)



Status Quo (Approach to Create 14+ Datasets)

55

1. Category 
Selection

1. Person

2. Car

N. Apple 

Constrained set 
of concepts

2. Image Collection

Pre-qualified images 
(quality, privacy)

3. Question 
Collection

OR

Contrived 
Questions

Dataset Creation



e.g., Question 
Generation

Agrawal et al. VQA: Visual Question Answering. CVPR 2015.



e.g., Answer 
Generation

Agrawal et al. VQA: Visual Question Answering. CVPR 2015.

10 answers 
collected from 

10 crowdworkers



Mainstream VQA Challenge (held for 6 years)

https://visualqa.org/workshop.html



VizWiz: Authentic Use Case

Jeffrey Bigham et al. VizWiz: Nearly Real-time Answers to Visual Questions. UIST 2010



VizWiz: Authentic Use Case

Image

Jeffrey Bigham et al. VizWiz: Nearly Real-time Answers to Visual Questions. UIST 2010



VizWiz: Authentic Use Case

Image

Question

+

Jeffrey Bigham et al. VizWiz: Nearly Real-time Answers to Visual Questions. UIST 2010



VizWiz: Authentic Use Case

Image

+

Question

Jeffrey Bigham et al. VizWiz: Nearly Real-time Answers to Visual Questions. UIST 2010



VizWiz: Authentic Use Case

Image

+

(Optionally) Question

Answer

Jeffrey Bigham et al. VizWiz: Nearly Real-time Answers to Visual Questions. UIST 2010



VizWiz: Authentic Use Case

Users agreed to share 44,799 (62%) 
of requests for dataset creation

Jeffrey Bigham et al. VizWiz: Nearly Real-time Answers to Visual Questions. UIST 2010



VizWiz: Authentic Use Case

Anonymization
 

1. Transcribe questions (removes voice)

2. Re-save images (removes metadata)

Gurari et al. CVPR 2018



VizWiz: Authentic Use Case

Gurari et al. CVPR 2018
66

Anonymization

Transcribe questions

Re-save images

In-House Filtering 
(personally identifying information)



VizWiz: Authentic Use Case

Gurari et al. CVPR 2018
67

Anonymization

Transcribe questions

Re-save images

Data LabelingIn-House Filtering 
(high quality answers) 



VizWiz: Authentic Use Case

Gurari et al. CVPR 2018

VQA: 32,842 image/question pairs → 328,420 answers



VizWiz-VQA Grand Challenge (6th year in 2024)

https://vizwiz.org



Key Difference of Real-World Use Case from 
Status Quo: VQs Can Be Unanswerable!

Q: What is the 
expiration date?

A: unanswerable

Q: What is this a gift 
card for?

A: unanswerable

Q: What temperature 
is the dial set to?

A: unanswerable

[Gurari et al. CVPR 2018]



Class Task: Answer Visual Question

Does this picture 
look scary?

Hi there can you 
please tell me 

what flavor this is?

Which side of 
the room is the 

toilet on?

Is my 
monitor on?

(1) (2) (3) (4)

Fill out Google form



Class Task: Answer Visual Question

Fill out Google form



Crowdsourced Answers

(1) sweet pepper

(2) sweet pepper

(3) sweet pepper

(4) sweet pepper

(5) sweet pepper

(6) sweet pepper

(7) sweet pepper

(8) sweet pepper

(9) sweet pepper

(10) sweet pepper

Does this picture 

look scary?

Hi there can you please 

tell me what flavor this is?

Which side of the 

room is the toilet on?Is my monitor on?

(1) yes

(2) yes

(3) yes

(4) yes

(5) yes

(6) yes

(7) yes

(8) yes

(9) yes

(10) yes

(1) yes

(2) no

(3) no

(4) yes

(5) no

(6) yes

(7) yes

(8) no

(9) no

(10) no

(1) right

(2) left

(3) right

(4) right

(5) right

(6) right

(7) right side

(8) right

(9) center

(10) right



Evaluating Automated Predictions:
Basic Equation

Aishwarya Agrawal, Jiasen Lu, Stanislaw Antol, Margaret Mitchell, C. Lawrence 
Zitnick, Dhruv Batra, and Devi Parikh. VQA: Visual Question Answering. CVPR 2015.



Evaluating Automated Predictions: Example

Does this picture 

look scary?

(1) yes

(2) no

(3) no

(4) yes

(5) no

(6) yes

(7) yes

(8) no

(9) no

(10) no

What is the accuracy of an algorithm prediction of 
- “yes”?
- “no”?
- “maybe”?



Evaluating Automated Predictions: Example
What is the accuracy of an algorithm prediction of 

- “right”?
- “left”?
- “right side”?
- “center”?
- “bottom”?

Which side of the 

room is the toilet on?

(1) right

(2) left

(3) right

(4) right

(5) right

(6) right

(7) right side

(8) right

(9) center

(10) right

Implementation detail: for fair comparison to humans, 
10 rounds of comparing a prediction with each 
possible set of 9 human-supplied answers



Discussion of models to come in next lecture
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