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Review

 Last lecture: semantic segmentation

* Motivation

* Datasets

* Evaluation metric

* Fully convolutional network
* Swin transformer

* Discussion

e Assignments (Canvas)
* Reading assignment was due earlier today
* Project proposal due Wednesday
* Reading assignment due next Monday

e Questions?



Object Detection: Today’s Topics

* Motivation

* Datasets

* Evaluation metric
* Faster R-CNN
 DETR

* Discussion (chosen by YOU ©)



Object Detection: Today’s Topics

* Motivation



Problem Definition

* Localize with a bounding box object(s) of interest




Focus for today’s lecture

Problem§Semantic Object Detection

* Localize with a bounding box every instance of an object from pre-
specified categories

Steel drum Famaml, Folding chair

T YT

Microghod -




A reasonably solved problem

ProblemjSalient Object Detection

* Localize with a bounding box the salient object(s)




Object Detection vs Object Recognition

“How does (semantic) object detection differ from object recognition?”

e Extends object recognition of assigning labels by also indicating each
object’s location with rectangular coordinates (necessitating different
model architectures and loss functions)

* Must learn an object’s appearance rather than only its image context;

* e.g., giraffes are often photographed in savannah-like landscapes



Community Research Engagement

Number of Publications in Object Detection
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“Data from Google scholar advanced search: allintitle: ‘object detection” AND ‘detecting objects



Application: Social Media

[l Type any name or tag:

or choose a person:

! Dave Taylor (Me)

1AM, Khan

! Aaron Dragushan

) Aaron Lorenzo Aviles
! Aaron Sagray

! Aashik Agarwal

! Adam Rubenstein

! Adam Urbanski

Tag Cancel |

[his is the album cover.

Delete this photo.

01552

Face detection
(e.g., Facebook)




Application: Banking

CHIS L MARTIN

133 YOUS STREEY

ANYRSERE. USA 12048 "/H /1
/ -

s R o Matthew D. Lee 3 Al
Twe hvndred and Floven — N e B =

Bankof America 2> i
CAA‘:, / ([ e x

000000000  S23=L587* DIOS

Posstion check to fill the entire dotted frame. Hold staady, and we'll
take the photo for you. Or, tap the camora icon 10 take it yoursaelf,

Mobile check deposit
(e.g., Bank of America)



Application: Transportation

see. sense. secure

f p' — ‘“‘ AllGoV|S|on\

LICENSE PLATE
DETECTION &

CAPTURE /

IMAGE
CAPTURE

\

License Plate Detection (e.g., AllGoVision)



Application: Construction Safety

Pedestrian Detection

(e.qg., Blaxtair)
http://media.brintex.com/Occurrence/121/Brochure/3435/brochure.pdf



Application: Counting

e.g., Business Traffic Analytics



Can you think of any other
potential applications?



Object Detection: Today’s Topics

* Datasets



Object Detection Datasets

1945 1957 1966 1983 1987 1990 2007 2012

o

Visual Recognition

Birth of CV CVPR ICCV ECCV VOC  ImageNet Large Scale
0' ‘
Challenge (ILSVRC)




Recall VOC

1. Category Selection 2. Image Collection 3. Image Verification + Image Annotation
- 20 categories chosen: - University of Leeds annotation party to
. : recruit annotators
1) Initial 4 categories stem

from existing dataset . T :
| - 500,000 images| [j-Annotation guidelines & real-time

3) 2007: added 10 classes Flickr with many
search terms - Review of every annotation
- Categories added for
more generalization and - Annotate only “minority” classes at end
finer-grained coverage of party to increase the count of them

Mark Everingham, Luc Van Gool, Christopher K. I. Williams, John Winn, and Andrew
Zisserman. The PASCAL Visual Object Classes (VOC) Challenge. 1JCV 2010



VOC Guidelines:

What are potential
limitations of this task
design for resulting
datasets (and so
algorithms developed
with such datasets)?

What to label

All objects of the defined categories, unless:

= you are unsure what the object is.

« the object is very small (at your discretion).

« less than 10-20% of the object is visible, such that you cannot
be sure what class it is. e.q. if only a tyre is visible it may
belong to car or truck so cannot be labelled car, but feet/faces
can only belong to a person.

If this is not possible because too many objects, mark image as bad.

Viewpoint

Record the viewpoint of the *bulk’ of the object e.g. the body rather
than the head. Allow viewpoints within 10-20 degrees.

If ambiguous, leave as ‘Unspecified’. Unusually rotated objects e.q.
upside-down people should be left as 'Unspecified'.

Bounding box

Mark the bounding box of the visible area of the object (not the

estimated total extent of the object).

Bounding box should contain all visible pixels, except where the
bounding box would have to be made excessively large to include a
few additional pixels (<5%) e.qg. a car aerial.

Truncation If more than 15-20% of the object lies outside the bounding box
mark as Truncated. The flag indicates that the bounding box does
not cover the total extent of the object.

Occlusion If more than 5% of the object is occluded within the bounding box,

mark as Occluded. The flag indicates that the object is not totally
visible within the bounding box.

Image quality/
illumination

Images which are poor quality (e.g. excessive motion blur) should
be marked bad. However, poor illumination (e.g. objects in
silhouette) should not count as poor quality unless objects cannot be
recognised.

Images made up of multiple images (e.g. collages) should be
marked bad.

Clothing/mud/

If an object is ‘occluded’ by a close-fitting occluder e.g. clothing,

snow etc. mud, snow etc., then the occluder should be treated as part of the
object.

Transparency |Do label objects visible through glass, but treat reflections on the
glass as occlusion.

Mirrors Do label objects in mirrors.

Pictures Label objects in pictures/posters/signs only if they are photorealistic

but not if cartoons, symbols etc.




Recall VOC Annual Workshop

@ The PASCAL Visual Object Clz X -

@ Not Secure | host.robots.ox.ac.uk/pascal/VOC/

The PASCAL Visual Object Classes Homepage

¢

2eqarning

The PASCAL VOC project:

Provides standardised image data sets for object class recognition

Provides a common set of tools for accessing the data sets and annotations

Enables evaluation and comparison of different methods

Ran challenges evaluating performance on object class recognition (from 2005-2012, now finished)

Pascal VOC data sets

Data sets from the VOC challenges are available through the challenge links below, and evalution of new
methods on these data sets can be achieved through the PASCAL VOC Evaluation Server. The evaluation
server will remain active even though the challenges have now finished.

http://host.robots.ox.ac.uk/pascal/VOC/




ILSVRC

"ILSVRC follows in the footsteps of the PASCAL
VOC challenge... which set the precedent for

standardized evaluation of recognition
algorithms in the form of yearly competitions.”

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang,
Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, Li Fei-Fei, [JCV 2015



ILSVRC

1. Category Selection

- 200 ImageNet
classes which:

1) exclude
synset overlap

2) exclude object
classes too “big”
In the image

3) are basic-
level categories
4) backward
compatible: VOC

Class name in

Closest class in

PASCAL VOC | ILSVRC-DET
(20 classes) (200 classes)
aeroplane airplane
bicycle bicycle

bird bird

boat watercraft
bottle wine bottle
bus bus

car car

cat domestic cat
chair chair

cow cattle

dining table table

dog dog

horse horse
motorbike motorcyle
person person

potted plant flower pot
sheep sheep

sofa sofa

train train
tv/monitor tv or monitor

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang,
Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, Li Fei-Fei, [JCV 2015




ILSVRC

. Category Selection

- 200 ImageNet
classes which:

1) exclude
synset overlap

2) exclude object
classes too “big”
In the image

3) are basic-
level categories
4) backward
compatible: VOC

2. Image Collection

- Subset of
images from
ImageNet

- More Flickr
images added

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang,
Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, Li Fei-Fei, [JCV 2015



ILSVRC

. Category Selection 2. Image Collectio 3. Image Verification

- 200 ImageNet
classes which:

1) exclude - Subset of - Cr_ow_dsource
synset overlap images from assigning all

2) exclude object ImageNet relevant
classes too “big” —> categories from
in the image - More Flickr 200 objfect

3) are basic- images added categories to
level categories each image

4) backward
compatible: VOC

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang,
Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, Li Fei-Fei, [JCV 2015



Recall from ImageNet: Object Presence Labeling

! ldentify images which contain object categories
Requester: Viab
Qualifications Required: None

Roward: $0.01 per MIT MITs Avallable: 1 Duration: 30 minutes

Good
Examples
(mouse over
10 enlarge)

Below are the photos you have selected FROM THIS
PAGE ONLY ( they will be saved whon you navigate
10 other pages ). Cick o deselect

Bad
Examples
(COMMON
MISTAKES)

Submit boton will be enabled on the

page 1 of 8 > Sgbmit

“nal page

-

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang,
Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, Li Fei-Fei, [JCV 2015



ILSVRC

. Category Selection 2. Image Collection 3. Image Verification 4. Image Annotation

- 200 ImageNet
classes which:

1) exclude - Subset of - Crowdsource - Crowdsource
synset overlap images from assigning all demarcating a
2) exclude object ImageNet relevant bounding box
classes too “big” —> —»| categories from o SVERY
in the image - More FElickr 200 object ot f

3) are basic- images added categories to Instance or every
level categories each image object category

4) backward
compatible: VOC

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang,
Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, Li Fei-Fei, [JCV 2015



ILSVRC: Efficient Object Localization

* 3 Tasks: Idea: each task has fixed and

predictable amount of work

Quahty Coverage
Venfncataon venfucatlon

Pass
Quality Coverage
Verification verification

Hao Su, Jia Deng, and Li Fei-Fei. Crowdsourcing Annotations for Visual Object Detection. AAAI 2012



ILSVRC: Efficient Object Localization

e 3 Tasks:

£ _ Verification verification
= 0 >
n .
&«
Pt LN

Pass
Quality Coverage
Verification verification

Hao Su, Jia Deng, and Li Fei-Fei. Crowdsourcing Annotations for Visual Object Detection. AAAI 2012



ILSVRC: Drawing Task

m Instructions with examples Look up "balloon” in Wikipedia in Google

Draw a box around DAIlOON: /arge tough nonrigid bag filled with gas or heated air Draw a bounding box around the following
object in the image:

balloon: large tough nonrigid bag filled with gas or
heated air

Instructions:

¢ Include all visible parts and draw as tightly
as possible

¢ If there are multiple instances, pick
only ONE ( any one ).

¢ Do NOT draw on the instances that
already have bounding boxes.

SEE INSTRUCTIONS WITH EXAMPLES

"I Check here if there's NO balloon in this
image or if every instance already has a bounding
box

(Optional) Enter any comment you have:

prev| NO. 1
1 images in total. 0 left. This iz a preview Pleasze

accept it first.

Drag the red corners to adjust the box or click 'clear box' to start over

Hao Su, Jia Deng, and Li Fei-Fei. Crowdsourcing Annotations for Visual Object Detection. AAAI 2012



ILSVRC: Quality Verification Task

Instructions with examples Look up "raccoon”™ in Wikipedia

SEE INSTRUCTIONS WITH EXAMPLES

Answer questions about FACCOON, raACOO0N: an omnivorous nocturna

mammal native to North America and Central America "in the image.
Question: Is the GREEN bounding box good? A

good bounding box must meet ALL the conditions
below:

* |t contains one instance of
raccoon, racoon: an omnivorous
nocturnal mammal native to North
America and Central America
It includes all visible paris and is drawn as
tightly as possible
It contains ONLY ONE instance of
“raccoon, racoon" if there are multiple

9@ GOOD ( default )
BAD
(Optional) Enter any comment you have:

prev| NO. 2 next

11 images in total. 9 lefi. 'Submit’ button will
show up in the final page

Hao Su, Jia Deng, and Li Fei-Fei. Crowdsourcing Annotations for Visual Object Detection. AAAI 2012



ILSVRC: Coverage Verification Task

Instructions with examples Look up "bird” in Wikipedia in Google

Draw a box around RIFQ: warm-blooded egg-laying vertebrates characterized by feathers and
forelimbs modified as wings

Question: Does every instance of "bird" have a
bounding box ( either green or yellow )?

9 YES, everyone has a bounding box.
_) NO, not everyone has a bounding box.

(Optional) Enter any comment you have:

M NO. 4 next

198 images in total. 194 left. This is a preview
Please accept it first.

Answer the questions on the right! That is it!

Hao Su, Jia Deng, and Li Fei-Fei. Crowdsourcing Annotations for Visual Object Detection. AAAI 2012



ILSVRC

1. Category Selection 2. Image Collection 3. Object presence labeling 4. Object localization 5. Author Review

- 200 ImageNet - A_mbiguous
classes which: ]?bjects: BB

1) exclude - Subset of - Crowdsource ] or two
synset overlap images from assigning all d;?;’:’?;?:;: categories

2) exclude object ImageNet relevant sounding box with large
classes too “big” —>| sl categories from | g L5 overlap(~3%).

200 object around EVERY

In the image - More Flickr :

3) are basic- images added categories to Instance of every - Duplicates:
level categories each image object category >50% overlap
4) backward for_ same
compatible: VOC object (~1%).

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang,
Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, Li Fei-Fei, [JCV 2015



Object Detection: ILSVRC Annual Workshop

_'. ImageNet Large Scale Visua * +

@ Not Secure | image-net.org/challenges/LSVRC/2012/index#introduction @

IMJAGENE T Large Scale Visual Recognition Challenge 2012 (ILSVRC2012)
Held in conjunction with PASCAL Visual Object Classes Challenge 2012 (VOC2012)

News

« September 2, 2014: A new paper which describes the collection of the ImageNet Large Scale Visual Recognition Challenge dataset,
analyzes the results of the past five years of the challenge, and even compares current computer accuracy with human accuracy is
now available. Please cite it when reporting ILSVRC2012 results or using the dataset.

« March 19, 2013: Check out ILSVRC 2013:
« January 26, 2012: Evaluation server s up. Now you can evaluate you own results against the competition entries.
. December 21, 2012: Additional analysis of the ILSVRC dataset and competition resulis is

released.
« October 21, 2012: Slides from the workshop are being added to the workshop schedule.

= Qctober 13, 2012: Full results are released.

http://image-net.org/challenges/LSVRC/2012/index#introduction




Mean Average Precision

Turning Point: 2012 (Deep Learning Solutions)

Object Detection Results Top Object Detection Competetion Results
(20 Categories) (200 Categories)
100 100
c
9
D
80| O 80f
o
al
60 | % 60 |
©
—
2
c
5
20F 20}
: =
2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2018 2013 2014 2015 2016 2017
VOC year Results on VOC2012 Data ILSVRC year

Li Liu et al. “Deep Learning for Generic Object Detection: A Survey.” JCV 2019



Object Detection: Today’s Topics

e Evaluation metric



Single Object

Ground Truth:;

|

-

Algorithm:

Evaluation
Measure

~

— Score

|




Single Object: loU (Intersection Over Union)

Ground Truth:;

4 )
AN B
AU B|

- J

> Score

Algorithm:




Single Object: loU (Intersection Over Union)

Ground Truth:;

Algorithm:

28

ﬁ—

(59.6%)

Then, threshold:

e.g., 50% or greater
means correct detection!



Evaluation Metric Basics: Precision and Recall

* For each object class, for detections with confidence above a confidence threshold:
® precision: ability to only locate GT instances when predicting (assume 0.5 loU threshold)

Ground truth Precision: ? 2 7?2 7

[Russakovsky et al; [JCV 2015]
https://jonathan-hui.medium.com/map-mean-average-precision-for-object-detection-45c¢121a31173



Evaluation Metric Basics: Precision and Recall

* For each object class, for detections with confidence above a confidence threshold:
® precision: ability to only locate GT instances when predicting (assume 0.5 loU overlap)
* recall: ability to retrieve all GT instances when predicting (assume 0.5 loU overlap)

Ground truth

[Russakovsky et al; [JCV 2015]
https://jonathan-hui.medium.com/map-mean-average-precision-for-object-detection-45c¢121a31173



Precision

Evaluation Metric Basics: Average Precision (AP)

» Average precision (for a category): area under precision-recall curve created by varying the confidence
level that determines a positive prediction (and using maximum precision value to right of recall value)

1 @ @ ® O

Plot precision-recall points
with all confidence values
08 predicted by a model for a
category. What is the
optimal point for a model?

0.9

0.7

o Then, interpolate between
M T ey the points and t
- B | oo e points and compute
P e i the area under the curve.
0.4 s What is the optimal AP?
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Recall

https://jonathan-hui.medium.com/map-mean-average-precision-for-object-detection-45c¢121a31173
Great tutorial: Padilla et al. A Comparative Analysis of Object Detection Metrics with a Companion Open-Source Toolkit. 2021



Evaluation Metric: mAP

 Compute mean of the average precision scores for all object categories (e.g., cat, dog, ...)

[Russakovsky et al; [JCV 2015]
https://jonathan-hui.medium.com/map-mean-average-precision-for-object-detection-45c¢121a31173



Object Detection: Today’s Topics

* Faster R-CNN



Historical Context: R-CNN Methods

1945 1950

1847

duluaea| aulyoen
uoJ1dadiad
v
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1U3aJSap lualpels



Inspiration: Sliding Window Approach

Person?
Person?
Person?
Person?
Person?

Person? REEENE } WANRZ
Person? v

At dr.

Person?

Person?

https://yourboulder.com/boulder-neighborhood-downtown/



Inspiration: Sliding Window Approach

Person?

Person?

https://yourboulder.com/boulder-neighborhood-downtown/



Inspiration: Sliding Window Approach

* For each object category, test different locations at...

 Different aspect ratios (e.g., for person vs car or car viewed at different angles)
 Different scales

 Number of regions to test? (e.g., 1920 x 1080 image)
e Easily can explode to hundreds of thousands or millions of windows

e Key limitation
* Very slow!



Key |dea: Use Region Proposals

Locate fewer regions than sliding windows by grouping similar pixels that are “object”-like to
achieve high recall; e.g., hand-crafted methods such as CPMC and Selective Search

Object Plausibility

Parametric
Min-Cuts

RanMngkﬁw

......"I.

..............

>
Degree of foreground bias

Carreira and Sminchisescu. Constrained Parametric Min-Cuts for Automatic Object Segmentation. CVPR 2010



Why R-CNN?

Named after the proposed technique: Region proposals with CNN features

Idea: test a “manageable” number of image regions with diverse properties
(e.g., scales, aspect ratios) if the target object type is located there very fast



Key Contributions of Faster R-CNN

1. An end-to-end trained model that learns all parts of the pipeline,
including locating region proposals

2. State of art object detection model in terms of accuracy and speed



classifier

Architecture

¥ Rol pooling

The single model performs two tasks:

roposals
(1) proposesimage regions and then —

(2) classifies category per region

Region Proposal Network,

feature maps

Same image representation shared for both subnetworks
- 2 architectures tested: VGG16 and ZF model conv layers
- input to subnetworks is last convolutional layer 4

s ¥ 10 —

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



classifier

Architecture

¥ Rol pooling

proposals

Region Proposal Network,

feature maps

y

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



Architecture: Region Proposal Network

Input: convolutional feature map from pretrained model

Step 1: 3 x 3 convolutional filter applied to identify candidate proposals (recall, filter
in the middle of an architecture maps to a larger input space, aka receptive field)

O§O§O§O5O

e

https://www.deeplearningbook.org/
contents/convnets.html conv feature map

sliding window

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



Architecture: Region Proposal Network

Step 2: multiple scales are efficiently supported by
generating for each point on the feature map (i.e., anchor) k anchor boxes
boxes with 3 scales and 3 aspect ratios (i.e., 9 anchor boxes)

Each anchor box specializes

i
in a particular shape and size
(centered on each pixel) -

sliding window

conv feature map

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



(k independent
regressors learned

Architecture: Region Proposal Network . mensons

Step 3: For each (1) Probability of (2) Parameters to regress anchor box
region, then predict: object/not object to GT box (center, width, and height)

¥ ¥

2k scores 4k coordinates <mm  Fkanchor boxes

cls layer ‘ t reg layer .

256-d
t intermediate layer

sliding window

o000

conv feature map

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



Architecture: Region Proposal Refinement

A

y Pur---___
K
Pwedw(p}

- Pwdz(P)
Parameters to regress original S ( é—-)-h---—‘.
region proposal Wl.th center (p,, p,), x,‘:? Pz; Py }?hdy(p)
width (p,,), and height (p,) to the Q |
ground truth location: d,, d,, d,, d, h

https://lilianweng.github.io/lil-log/2017/12/31/object-recognition-for-dummies-part-3.html#tbounding-box-regression



Training: Region Proposal Multi-task Loss

(1) Probability of (2) Parameters to regress anchor box
object/not object to GT box (center, width, and height)

¥ ¥

* Sample of positive anchor boxes 2k scores 4k coordinates <«mm  kanchor boxes
("objects”): anchors with loU > 0.7

) . Is 1 1
with GT (can be multiple anchors) or, cistayer ‘ t Teg e ;
when none, highest scoring one

* Sample of negative anchor boxes 256-d .

("background”): non-positive anchors t intermediate layer

with loU < 0.3 with GT

* Non-assigned anchors are ignored

* Multi-task loss: for each region
proposal, use classification and,
when relevant, localization losses sliding window

conv feature map

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



Training: Region Proposal Multi-task Loss

Sum classification and (sometimes) localization losses for each region proposal

- Softmax scores Softmax loss
__,..-'I
@)

CI /

N @)

® O 4+ —— | Total loss
N H

@ )
@)

O Box coordinates (x,y, w, h) > L1 loss

| /
4096 True location (x’, y’, w’, h’)




Training: Region Proposal Multi-task Loss

Sum classification and (sometimes) localization losses for each region proposal

009---000

4096

/
\

True label

\

Softmax scores

O
O
O

& ——

How many values are
possible for the true labels?

Softmax loss

Total loss

Box coordinates (x,y, w, h)

L1 loss

True location (x’, y’, w’, h’) /




Training: Region Proposal Multi-task Loss

Sum classification and (sometimes) localization losses for each region proposal

- Softmax scores Softmax loss
__,..-'I
@)

CI /

N @)

® O 4+ —— | Total loss
N H

@ )
@)

O Box coordinates (x,y, w, h) > L1 loss

| /
4096 True location (x’, y’, w’, h’)




Training: Region Proposal Multi-task Loss

0.5x2 it kx| <1
|x| — 0.5 otherwise

= 3, L wys iEn |

t ie{x,y,w,h)}
True location for Predicted location Less sensitive to
true class “u” for class u outliers than SSE

What is relevance of the regression loss
when no object is present (i.e., GT negative)?

- none; regression loss disabled in such cases

https://lilianweng.github.io/lil-log/2017/12/31/object-recognition-for-dummies-part-3.html



classifier

Architecture

¥ Rol pooling

The single model performs two tasks:
_ _ proposals
(1) proposesimage regions and then

(2) classifies category per region,
with architecture of the region
proposal networks to predict an
object’s category and coordinates

Region Proposal Network,
feature maps

y

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



Training: Region Classifier Multi-task Loss

Sums classification and localization losses for each region proposal

009---000

4096

/
\

True label

\

Softmax scores

O
O
O

& ——

How many values are
possible for the true labels?

Softmax loss

Total loss

Box coordinates (x,y, w, h)

L1 loss

True location (x’, y’, w’, h’) /




Training

1. Train RPN

2. Train Faster R-CNN using
proposals from pretrained RPN

3. Fine-tune layers unique to RPN

4. Fine-tune the fully connected
layers of Faster R-CNN

classifier

¥ Rol pooling

propoy —/ | /

Region Proposal Network,

feature maps

conv layers

y

v . 7

PR &

e R e T .

L T—-

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



classifier

Inference

Rol pooling
(1) Top ~300 boxes passed from RPT to classification network /j 4

Z

(2) Non-maximum suppression: removes S~ @

nelghbor reglons with Iower confidence scores proposalsg VR |

feature maps

conv layers

https://towardsdatascience.com/deep-learning-method- ,&@ o ——T—
for-object-detection-r-cnn-explained-ecdadd751d22 e e o

Ren Shaoqing Ren et al. “Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks.” Neurips 2015



Limitations

* Requires indirect 2-stage process (predict proposals and then classify)

* Requires post-processing to remove duplicates (e.g., non-maximum
suppression)

e Cannot run in real-time (i.e., relatively slow)
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Why DETR?

Named after the proposed technique DEtection TRansformer:

Carion et al. “End-to-End Object Detection with Transformers.” ECCV 2020.



Key Contributions of DETR

1. First fully end-to-end object detection model (e.g., no post-processing)

2. First to perform object detection with the Transformer’s encoder-
decoder network

3. Achieves comparable performance to Faster R-CNN
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Carion et al. “End-to-End Object Detection with Transformers.” ECCV 2020



Architecture: Encoder’s Context

backbone !

. |
setof image features) | age converted into a more compact CNN feature map, which

is flattened into a set of feature vectors (e.g., CxHxW -> HxW, C)

Carion et al. “End-to-End Object Detection with Transformers.” ECCV 2020



Architecture: Encoder’s Context

backbone | encoder

L
set of image features|:

' @ﬂl%)\i Features modified to embed global context

for how each each relates to all other features
transformer

encoder (recall, positional embeddings infuse spatial

i information)

A A A 4 | A A

Carion et al. “End-to-End Object Detection with Transformers.” ECCV 2020



Training: First of Two Steps

1. Associate predictions to ground truths with Hungarian algorithm

Number of predictions Forces unique one-to-one matching
(ground truth set padded between ground truths and predictions

with “no object” until si}A l /

arg min Z lEmatch (yi ; ?Qo(z') )
: Y

ceEBG N J

Based on both classification and localization

2. Compute loss based on classification and localization (like Faster R-CNN)
N

> [~ 1082509 (€3) + Lo, Loox b3, b ()]
| , J |

=1 Y
Classification performance When object is present: Detection performance




CVPR 2024 paper reveals (1) how DETR and Faster R-CNN can be interpreted in
the same way and (2) what are the key ingredients leading to DETR’s advantages

Hybrid Proposal Refiner:
Revisiting DETR Series from the Faster R-CNN Perspective

Jinjing Zhao* Fangyun Wei* Chang Xu
The University of Sydney

7jzha01l00@uni.sydney.edu.au fwei8714@uni.sydney.edu.au c.xul@sydney.edu.au
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