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Review

• Last week
• Visual question answering applications
• Visual question answering datasets
• Visual question answering evaluation
• Mainstream challenge 2015 winner: baseline approach
• Mainstream challenge 2019 winner: transformer-based approach
• Programming tutorial

• Assignments (Canvas)
• Lab assignment 4 due next week

• Questions?
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A “Human-Like” Description

Captions: https://www.microsoft.com/cognitive-services/en-us/computer-vision-api



Visual Assistance for People with Visual 
Impairments

https://www.youtube.com/watch?v=Tjugc8a836Q 

Facebook Microsoft

https://www.youtube.com/watch?v=R2mC-NUAmMk



Alt Text for People with Visual Impairments

e.g., Microsoft Power Point (Office 365 demo)



Image Captioning for Newspaper Articles

Feng and Lapata. Automatic Image Annotation Using Auxiliary Text Information. Proceedings of ACL-08: HLT. 2008



Aiding Tourism with Captioned Images

Grubinger et al. The iapr tc-12 benchmark: A new evaluation resource for visual information systems. 2006



Describing and Responding to Images Posted 
to Social Media with “Personality”

Shuster et al. Engaging Image Captioning via Personality. 2019



Describing Products

Yang et al. Fashion Captioning: Towards Generating Accurate Descriptions with Semantic Rewards. ECCV 2020



What are other potential applications for image captioning?
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Sample of Existing Dataset Challenges

Stefanini et al. From Show to Tell: A Survey on Deep Learning-based Image Captioning. arXiv 2021



Sample of Existing Dataset Challenges

Stefanini et al. From Show to Tell: A Survey on Deep Learning-based Image Captioning. arXiv 2021



Challenge: What Instructions Should Be Provided 
When Collecting Captions from Human Annotators?



Class Task: How Would You Describe This Image?

Form: https://forms.gle/Nbue5HcdP9Dib8Co8



VLT2K

D. Elliott and F. Keller. Image description using visual dependency representations. EMNLP 2013.



Flickr8K and 30K

Hodosh, Young, and Hockenmaier. Framing image description as a ranking task: Data, models, and evaluation metrics. JAIR 2013



MSCOCO

Chen et al. Microsoft COCO Captions: Data Collection and Evaluation Server. arXiv 2015.



VizWiz

Gurari et al. Captioning Images Taken by People Who Are Blind. ECCV 2020



Personality-Captions

K. Shuster, S. Humeau, H. Hu, A. Bordes, and J. Weston. Engaging image captioning via personality. CVPR 2019.

215 personalities selected from this list: http://ideonomy.mit.edu/essays/traits.html
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Group Discussion: How Would You Evaluate 
Captions from an Algorithm?



Evaluation: Human Judgments

• The description accurately describes the image (Kulkarni et al., 2011; Li et al., 2011; Mitchell et 
al., 2012; Kuznetsova et al., 2012; Elliott & Keller, 2013; Hodosh et al., 2013). 

• The description is grammatically correct (Yang et al., 2011; Mitchell et al., 2012; Kuznetsova et al., 
2012; Elliott & Keller, 2013). 

• The description has no incorrect information (Mitchell et al., 2012). 
• The description is relevant for this image (Li et al., 2011; Yang et al., 2011). 

• The description is creatively constructed (Li et al., 2011). 

• The description is human-like (Mitchell et al., 2012).

Raffaella Bernardi, Ruket Cakici, Desmond Elliott, Aykut Erdem, Erkut Erdem, Nazli Ikizler-Cinbis, Frank Keller, Adrian Muscat, 
and Barbara Plank. Automatic Description from Images: A Survey of Models, Datasets, and Measures. JAIR 2016.



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE
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• SPICE

Idea: compute similarities of n-grams between a 
predicted caption and each ground truth caption

http://recognize-speech.com/language-model/n-gram-model/comparison



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

R. Vedantam, C. L. Zitnick, and D. Parikh. CIDEr: Consensus-based Image Description Evaluation. CVPR 2015.

Idea: measure similarity of a predicted caption to how most 
people describe an image based on n-grams unique to the image



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

R. Vedantam, C. L. Zitnick, and D. Parikh. CIDEr: Consensus-based Image Description Evaluation. CVPR 2015.

What content do most people describe in this image? 
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Do you think these two captions describe the same image?

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016.
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P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016.
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Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

Problem: n-gram methods scores these as very different

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016.



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

Idea: compare scene graph of prediction to scene graph of ground truth

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016.



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

What is the meaningful semantic content in these captions? 

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016.



Evaluation: Automated

• BLEU

• METEOR

• Rouge

• CIDEr

• SPICE

P. Anderson, B. Fernando, M. Johnson, and S. Gould. SPICE: Semantic Propositional Image Caption Evaluation. ECCV 2016.

Meaningful semantic content in these captions:
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• Image captioning applications
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• Challenge winners
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Idea: Treat Problem Like Machine Translation

Encoder DecoderData Data



Idea: Treat Problem Like Machine Translation

Encoder Decoder A bird flying over 
a body of water.

Image Caption



Recall Solution:

https://towardsdatascience.com/attn-illustrated-attention-5ec4ad276ee3

2. At each decoder time step, 
attention weights are computed 
that determine each input’s 
relevance for the prediction

3. At each decoder time step, a 
prediction is made based on the 
weighted sum of the inputs

1. Encoder produces hidden 
state for every input



Decoder decides which inputs are needed for prediction at each time step; 
e.g., “soft attention” uses a weighted combination of the input 

Recall Intuition

Input Target

t = 1 t = 2 t = 3 t = 4

Model learns how to weight each input!



Approach: Key 
Difference

https://towardsdatascience.com/attn-illustrated-attention-5ec4ad276ee3

1. Input represents an image



Decoder decides which inputs are needed for prediction at each time step; 
e.g., “soft attention” uses a weighted combination of the input 

Intuition

Input Target

A bird is flying…
t = 1 t = 2 t = 3 t = 4



Decoder decides which inputs are needed for prediction at each time step; 
e.g., “soft attention” uses a weighted combination of the input 

Intuition

Input Target

A
t = 1



Decoder decides which inputs are needed for prediction at each time step; 
e.g., “soft attention” uses a weighted combination of the input 

Intuition

Input Target

A
t = 1 t = 2

bird
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Intuition

Input Target
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Decoder decides which inputs are needed for prediction at each time step; 
e.g., “soft attention” uses a weighted combination of the input 

Intuition

Input Target

A
t = 1 t = 2

bird
t = 3

is
t = 4

flying …



Input Representation: Idea

Use convolutional layer that map to regions of the input (e.g., pixel) space; e.g., 1rst layer with h values

https://www.deeplearningbook.org/contents/convnets.html



Input Representation: Implementation

Grids reflect relative spatial 
coarseness at each layer

Each line represents a 
convolutional layer

VGG16:

Long, Shelhamer, and Darrell. Fully Convolutional Networks for Semantic Segmentation. CVPR 2015.



Input Representation: Implementation

Grids reflect relative spatial 
coarseness at each layer

Each line represents a 
convolutional layer

VGG16:

Long, Shelhamer, and Darrell. Fully Convolutional Networks for Semantic Segmentation. CVPR 2015.

The size of each attended to region 
is therefore the size of the original 
image observed at this layer



Experimental Results

Xu et al. Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. ICML 2015

State-of-the-art performance on three dataset challenges 
(Flickr8k, Flicker30k, and MS COCO)



Experimental Results: Visualizations

Xu et al. Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. ICML 2015

Examples where correct content was attended to when predicting the word:



Experimental Results: Visualizations

Xu et al. Show, Attend and Tell: Neural Image Caption Generation with Visual Attention. ICML 2015

Examples where incorrect content was attended to when predicting the word:
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Oscar: Transformer Design

https://docs.graphcore.ai/projects/bert-training/en/latest/bert.html

Inference



Novelty: Adds Explicit Alignment Between 
Visual and Textual Concepts
• Idea: rather than have algorithm learn alignment between text and 

features describing image regions, align them explicitly
• Motivating observations: often, salient objects are mentioned in 

image descriptions and can be located by object detection algorithms

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

VS



Oscar: Architecture

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Like LXMERT, each image is represented as a description of objects 
detected with Faster R-CNN using features from Faster R-CNN



Oscar: Architecture

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Novelty is to incorporate tags predicted by Faster R-CNN



Oscar: Architecture

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Uses BERT architecture, initialized with pretrained BERT weights



Oscar: 2 Pretraining Tasks 
(Masked Token Loss and Contrastive Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Like BERT, predict randomly masked tokens based 
on surrounding words, tags, and image information



Oscar: 2 Pretraining Tasks 
(Masked Token Loss and Contrastive Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Goal is to determine whether tags are original when 50% of tags 
are replaced with randomly selected tag sequence in the dataset

Fully-connected layer added to enable binary classification 
based on the fused vision-language token representation



Oscar: 2 Pretraining Dataset

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

6.5 million text-tag-image triplets derived from existing V+L datasets



Oscar: Transformer Design

https://docs.graphcore.ai/projects/bert-training/en/latest/bert.html

Inference



Oscar: 2 Fine-Tuning Task (Masked Token Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Similar to pre-training, predict randomly masked tokens based on 
surrounding words, tags, and image information (on COCO dataset)



Oscar: Inference Time

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Repeatedly predict a new [MASK] token, incorporating the 
predicted word into the sequence, until [STOP] is predicted.
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Idea: Oscar + Improved Visual Representation



VinVL Architecture: Oscar + New Object Detector

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Improved object detector to predict more diverse 
categories and train larger models on larger datasets



VinVL: 2 Pretraining Tasks 
(Masked Token Loss and Contrastive Loss)

Li et al. Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks. ECCV 2020

Trained on 8.85 million text-image pairs to decide whether either captions or answers are 
corrupted (50% are not) for caption-tags-image triplets and question-answer-image triplets

Fully-connected layer added to enable 3-way classification 
based on the fused vision-language token representation



VinVL: Influence of Model and Dataset Sizes

Hu et al. Scaling Up Vision-Language Pre-training for Image Captioning. CVPR 2022

200M images, each with 1 alt text 
description, collected from Internet



VinVL: Influence of Model and Dataset Sizes

Hu et al. Scaling Up Vision-Language Pre-training for Image Captioning. CVPR 2022

8 model sizes tested on COCO dataset



VinVL: Influence of Model and Dataset Sizes

Hu et al. Scaling Up Vision-Language Pre-training for Image Captioning. CVPR 2022

What trend(s) do you observe?

The trends of improved performance for 
large models and training datasets is 
generally observed for transformers
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Today’s Topics

• Image captioning applications

• Image captioning datasets

• Image captioning evaluation

• Challenge winners




