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Review

• Last lecture:
• Regularization
• Parameter norm penalty
• Early stopping
• Dataset augmentation 
• Dropout
• Batch Normalization

• Assignments (Canvas)
• Lab assignment 2 due Wednesday

• Questions?
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Recall: Motivation for Neural Networks (NNs) Over 
Other Machine Learning (ML) Approaches

Feature Extraction Prediction

e.g., Is a person present?

Yes

INPUT OUTPUT

Yes

Feature Extraction

NN APPROACH: REPRESENTATION LEARNING

Prediction

OTHER ML APPROACH: HAND-CRAFTED FEATURES



What Neural Networks Learn

Figure Source: https://www.datacamp.com/community/tutorials/neural-network-models-r

How to extract features characterizing data How to predict

Goal: generate efficient 
representation that simplifies 
learning downstream task



How to Efficiently Describe/Represent Images?

e.g., predict for given image if it is a: red truck, red car, red bird, 
green truck, green car, green bird, blue truck, blue car, & blue bird

e.g., novel image

Red truck

Red car

Red bird

Green truck

Green car

Green bird

Blue truck

Blue car

Blue bird



How to Efficiently Describe/Represent Images?

e.g., predict for given image if it is a: red truck, red car, red bird, 
green truck, green car, green bird, blue truck, blue car, & blue bird

e.g., novel image
Red

Green

Blue

Truck

Car

Bird

Can design a more efficient model to first capture color and then objects 
(greater parameter efficiency using hierarchical layers of features)!



What representations are CNNs learning?
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• Visualize filters and resulting activation maps

• Retrieve similar images based on feature similarity
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Inspecting What Was Learned: VGG16

Figure Source (edited to fix mistakes): https://medium.com/deep-
learning-g/cnn-architectures-vggnet-e09d7fe79c45



VGG16: Filters at 3 Convolutional Layers

http://cs231n.stanford.edu/slides/2018/cs231n_2018_lecture05.pdf

Filters evolve from detecting simple features (e.g., edges, colors) to complex structures



Inspecting What Was Learned: AlexNet

Source: https://www.learnopencv.com/wp-content/uploads/2018/05/AlexNet-1.png



AlexNet: 96 Filters in Convolutional Layer 1

Krizhevsky, Sutskever, and Hinton. ImageNet Classification with Deep Convolutional Neural Networks. NeurIPS 2012.
Filters for detecting different frequencies, orientations, and colors!



AlexNet: Example Activation Maps 

Source: https://www.learnopencv.com/wp-content/uploads/2018/05/AlexNet-1.png



AlexNet: Example Activation Maps 
(Recall Each Map Results from One Filter)

Krizhevsky, Sutskever, and Hinton. ImageNet Classification with Deep Convolutional Neural Networks. NeurIPS 2012.

Images

Frequencies, orientations, and colors are detected



Inspecting What Was Learned: AlexNet

Source: https://www.learnopencv.com/wp-content/uploads/2018/05/AlexNet-1.png



AlexNet: 256 Filters in Convolutional Layer 2

Challenging to interpret these learned filters 
https://cs231n.github.io/understanding-cnn/



Inspecting What Was Learned: AlexNet

Source: https://www.learnopencv.com/wp-content/uploads/2018/05/AlexNet-1.png



AlexNet: Sampled Activation Maps 
(Recall Each Map Results from One Filter)

Krizhevsky, Sutskever, and Hinton. ImageNet Classification with Deep Convolutional Neural Networks. NeurIPS 2012.

Images

Can you infer anything about what features the filters extracted?



Key Tricks for Interpreting Representations

• Visualize filters and resulting activation maps

• Retrieve similar images based on feature similarity

• Analyze images that maximally activate units in a network



Inspecting What Was Learned: AlexNet

Source: https://www.learnopencv.com/wp-content/uploads/2018/05/AlexNet-1.png



AlexNet: Retrieve Images with Similar FC7 Vectors

Krizhevsky, Sutskever, and Hinton. ImageNet Classification with Deep Convolutional Neural Networks. NeurIPS 2012.

Test 
images

What can you infer about what 
the FC7 feature represents?

- Image semantics regardless of 
illumination and object pose

Training images with smallest Euclidean distance between 
its FC7 feature activation and that of the test image



Key Tricks for Interpreting Representations

• Visualize filters and resulting activation maps

• Retrieve similar images based on feature similarity

• Analyze images that maximally activate units in a network



AlexNet: Images that Lead to Maximal Activations

Source: https://www.learnopencv.com/wp-
content/uploads/2018/05/AlexNet-1.png

Mean images from the 100 test images for each unit in each layer that fire the most 
(i.e., highest activation scores); e.g., 

Bolei Zhou et al. Learning Deep 
Features for Scene Recognition 
using Places Database. NIPS 2014.



AlexNet: Images that Lead to Maximal Activations

Bolei Zhou et al. Learning Deep 
Features for Scene Recognition 
using Places Database. NIPS 2014.

What type of features does 
the model appear to detect?

Mean images from the 100 test images for each unit in each layer that fire the most 
(i.e., highest activation scores); e.g., 



Summary: Key Tricks for Interpreting Representations

• Visualize filters and resulting activation maps

• Retrieve similar images based on feature similarity

• Analyze images that maximally activate units in a network

• And many newer techniques not covered in this course…



CNN: Common 
Representations

Deep Learning, Ian Goodfellow, Yoshua Bengio, and Aaron Courville

Low-level features

Mid-level features

High-level features



Online Tool for Investigating CNNs

• https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html
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CNN: Pretrained Features

Deep Learning, Ian Goodfellow, Yoshua Bengio, and Aaron Courville

A representation of the 
data extracted inside a 
network (rather than the 
input or predicted output)



CNN: Pretrained Features (e.g., AlexNet)

Source: https://www.learnopencv.com/wp-content/uploads/2018/05/AlexNet-1.png

What is the dimensionality of the FC6 layer?

A representation of the 
data extracted inside a 
network (rather than the 
input or predicted output)



CNN: Pretrained Features (e.g., AlexNet)

Source: https://www.learnopencv.com/wp-content/uploads/2018/05/AlexNet-1.png

What is the dimensionality of the FC7 layer?

A representation of the 
data extracted inside a 
network (rather than the 
input or predicted output)



Comparing Pretrained CNN Features Extracted 
by AlexNet Trained on Different Datasets

• Dataset 1: ImageNet (~1.5 
million images of objects
scraped from search engines)

• Dataset 2: Places (~2.5 
million images of scenes
scraped from search engines)

Deng et al. ImageNet: A Large-Scale Hierarchical Image Database. CVPR 2009.

Zhou et al. Learning Deep Features for Scene 
Recognition using Places Database. NeurIPS 2014.



Comparing Pretrained CNN Features Extracted 
by AlexNet Trained on Different Datasets

Source: https://www.learnopencv.com/wp-
content/uploads/2018/05/AlexNet-1.png
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million images of objects
scraped from search engines)

• Dataset 2: Places (~2.5 
million images of scenes
scraped from search engines)



Comparing Pretrained CNN Features Extracted 
by AlexNet Trained on Different Datasets

Bolei Zhou et al. Learning Deep Features for Scene Recognition using Places Database. NIPS 2014.

Do filters learned from the different datasets look similar or different?



Comparing Pretrained CNN Features Extracted 
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Source: https://www.learnopencv.com/wp-
content/uploads/2018/05/AlexNet-1.png
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Comparing Pretrained CNN Features Extracted 
by AlexNet Trained on Different Datasets

Bolei Zhou et al. Learning Deep Features for Scene Recognition using Places Database. NIPS 2014.

Do the filters from the different datasets appear to have learned to detect similar or different features?

Result from singling out different units in the neural networks and then generating 
the mean image from the 100 images which fire the most (i.e., highest activation scores)
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Filters from ImageNet-CNN more often fire on blob-like structures than landscape-like structures
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Comparing Pretrained CNN Features Extracted 
by AlexNet Trained on Different Datasets

Bolei Zhou et al. Learning Deep Features for Scene Recognition using Places Database. NIPS 2014.

Result from generating the mean image from the 100 images which fire the 
most for a given unit in the neural network (i.e., highest activation scores)

Filters from ImageNet-CNN more often fire on blob-like structures than landscape-like structures



Visualization of CNN Features

• Reduce high-dimensional data to lower dimensions for visualization; 
e.g., AlexNet trained on ImageNet 

• Popular techniques: PCA and t-SNE



Visualization of CNN Features: PCA

• Idea: find principle axes and 
keep most important ones

• Vectors: principal axes of data

• Vector length: variance of the 
data described when its
projected onto that axis.

https://jakevdp.github.io/PythonDataScienceHandbook/05.09-principal-component-analysis.html



Visualization of CNN Features: PCA

• Assumption:
• Data is linearly separable

• Algorithm
1. Standardize data (i.e., center data around origin)
2. Construct covariance matrix: how random variable pairs relate to each other

Positive when large values of X often occur with large values of Y; e.g., weight & height
Negative when large values of X often occur with small values of Y; e.g., grade and missed classes

Great tutorial: https://www.statisticshowto.com/probability-and-statistics/statistics-definitions/covariance/

Random 
variables

Mean 
of X

Mean 
of Y

# items in 
dataset



Visualization of CNN Features: PCA

• Assumption:
• Data is linearly separable

• Algorithm
1. Standardize data (i.e., center data around origin)
2. Construct covariance matrix
3. Obtain eigenvalues and eigenvectors

• Eigenvector: represents principal components (directions 
of maximum variance) of the covariance matrix

• Eigenvalues: indicates corresponding magnitude of 
eigenvectors with larger values indicating direction of 
larger variance

https://jakevdp.github.io/PythonDataScienceHandbook/05.09-principal-component-analysis.html



Visualization of CNN Features: PCA

• Assumption:
• Data is linearly separable

• Algorithm
1. Standardize data (i.e., center data around origin)
2. Construct covariance matrix
3. Obtain eigenvalues and eigenvectors
4. Sort eigenvalues by decreasing order to rank eigenvectors



Visualization of CNN Features: PCA
e.g., data with 64 initial values

https://jakevdp.github.io/PythonDataScienceHandbook/05.09-principal-component-analysis.html

How many principal components 
are needed to preserve the 

information in the original data?



Visualization of CNN Features: PCA
(e.g., Visualizing Separability of Classes)

https://towardsdatascience.com/visualizing-feature-vectors-embeddings-using-pca-and-t-sne-ef157cea3a42

3D for many test examples2D for many test examples



Summary

• Feature representations are determined by many factors including:
1. The layer used to extract the feature
2. The type of data used to train the model
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What Neural Networks Learn

Figure Source: https://www.datacamp.com/community/tutorials/neural-network-models-r

How to extract features to characterize data How to predict

A pretrained network can be 
“fine-tuned” for a different 

dataset and/or task



Fine-Tuning (aka, Transfer Learning)

Use pretrained network as a starting point to train for a different dataset and/or task; 
e.g.,

Image Source: https://www.mathworks.com/help/deeplearning/ug/transfer-learning-using-alexnet.html



Key Choice: Freeze vs 
Fine-Tune Layers?

Deep Learning, Ian Goodfellow, Yoshua Bengio, and Aaron Courville

Low-level features

Mid-level features

High-level features



Class Discussion

Zhao et al. Men also like shopping: Reducing gender 
bias amplification using corpus-level constraints. 2017.

• Assume you need to develop a classifier that recognizes 
common items in countries with low house incomes

- If you fine-tuned AlexNet pretrained on ImageNet, which 
layers would you remove and/or freeze? Why?

DeVries et al. Does object recognition work 
for everyone? CVPR workshops, 2019.



Class Discussion

Zhao et al. Men also like shopping: Reducing gender 
bias amplification using corpus-level constraints. 2017.

• Assume you need to develop a classifier that recognizes 
common items in countries with low house incomes

- If a large-scale dataset of low household income items 
was available, would you train AlexNet from scratch or 
fine-tune an ImageNet pretrained model?  Why?

DeVries et al. Does object recognition work 
for everyone? CVPR workshops, 2019.
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Recall: Key Ingredients for Success With 
Neural Networks

Analogous to a Love Story of Partnering Up and Road Tripping Somewhere

An algorithm learns from data 
on a processor the patterns that 
will be used to make a prediction 



Recall: Key Ingredients for Success With 
Neural Networks

Key Issue: How Long Will It Take to Get There?



Challenge: Training Neural Network Requires Many 
Computations (e.g., millions of model parameters)

• Repeat until stopping criterion met:
1. Forward pass: propagate 

training data through model 
to make prediction

2. Quantify the dissatisfaction 
with a model’s results on the 
training data

3. Backward pass: using 
predicted output, calculate 
gradients backward to assign 
blame to each model 
parameter

4. Update each parameter 
using calculated gradients

Figure from: Atilim Gunes Baydin, Barak A. Pearlmutter, Alexey Andreyevich Radul, 
Jeffrey Mark Siskind; Automatic Differentiation in Machine Learning: a Survey; 2018



Idea: Better Hardware

Idea: Train Algorithms Using 
GPUs (think Porsche) Instead of CPUs (think Golf Cart)



Historical Perspective

https://ourworldindata.org/technological-progress

• Better Hardware
• e.g., faster processing -- GPUs
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Historical Perspective

• Better Hardware
• e.g., faster processing -- GPUs
• e.g., more data storage

Hard Drive Capacity 

https://ourworldindata.org/technological-progress



Hardware: CPU versus GPU

http://cs231n.stanford.edu/slides/2018/cs231n_2018_lecture08.pdf
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Hardware: CPU versus GPU

• Graphical Processing Units: accelerates computational workloads due 
to MANY more processing cores

https://www.researchgate.net/figure/The-main-difference-between-CPUs-
and-GPUs-is-related-to-the-number-of-available-cores-A_fig7_273383346



Hardware: Training Models with GPUs

http://cs231n.stanford.edu/slides/2018/cs231n_2018_lecture08.pdf



GPU Machines: Rent Versus Buy?

Rent from Cloud 
(e.g., Microsoft Azure):

Buy:



Rise of “Deep Learning” Open Source Platforms

https://en.wikipedia.org/wiki/Comparison_of_deep_learning_software

Can run 
on GPUs:

Simplifies using 
popular neural 
network architectures:

Motivation:



Rise of “Deep Learning” Open Source Platforms

2011 2012 2014 2015

(Paszke et al.)

2013

(Jia et al.)(Bastien et al.) (Abadi et al.)

2016 2017

(Collobert et al.)

Popular Options Today



Rise of “Deep Learning” Open Source Platforms

https://en.wikipedia.org/wiki/Comparison_of_deep_learning_software
Excellent comparison: https://arxiv.org/pdf/1511.06435.pdf

Excellent comparison: 
https://skymind.ai/wiki/comparison-
frameworks-dl4j-tensorflow-pytorch
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