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Review

• Last week:
• Visual question answering applications
• Visual question answering datasets
• Visual question answering evaluation
• Mainstream challenge 2015 winner: baseline approach
• Mainstream challenge 2019 winner: transformer-based approach
• Programming tutorial

• Assignments (Canvas)
• Lab assignment 4 due the week following spring break
• Final project proposal due in 3 weeks 

• Questions?
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VQA Dialog

“hold a meaningful dialog with 
humans in natural language 
about visual content”

Das et al. Visual Dialog. CVPR 2017.



VQA Dialog vs VQA and Image Descriptions

Visual dialog involves memory to answer follow-up questions
Das et al. Visual Dialog. CVPR 2017.



Application: Visual Assistance for People with 
Vision Loss



Applications: Medical

Kovaleva et al. Visual Dialog for Radiology: Data Curation and First Steps. 2019.



Application: Surveillance

Li et al. ISEE: An Intelligent Scene Exploration and Evaluation Platform for Large-Scale Visual Surveillance. 2019.



Application: Robotics

Singh et al. ISEE: Towards Environment Aware Social Robots using Visual Dialog

e.g., for a companion, psychologist, 
and/or assistant in search and 
rescue missions (e.g., fire fighters) 



Application: Robotics

e.g., for a companion



For what other applications might visual 
question answering systems be useful?
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Dataset: Spectrum of Possible Tasks

Chit-chat 

(want long dialogs)

Goal-oriented 

(want brief dialogs that lead 
to task accomplishment )
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GuessWhat!? – Crowdsourcing Task

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.

2 roles filled by 2 people 

Target answer 
from questioner

Questioner asks yes/no/NA questions until 
ready to select an answer from a list of options

Candidate images restricted to those 
containing 3-20 objects “to avoid 
trivial or overly complicated images” 
and those larger than 500x500 pixels



GuessWhat!? Statistics

• 66,537 images (from COCO)

• 821,889 QA pairs

• On average, 5.2 questions per dialog

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.



Popular Datasets

• GuessWhat?!

• VisDial



Crowdsourcing Task

Workers can end a conversation after 20 messages are exchanged (10 question-answer pairs)

Das et al. Visual Dialog. CVPR 2017.



Asking Crowdsourcing Interface

Das et al. Visual Dialog. CVPR 2017.

What is the benefit of not showing the image?
- No visual priming; questions help to create a mental model



Crowdsourcing Task

Workers can end a conversation after 20 messages are exchanged (10 question-answer pairs)

Das et al. Visual Dialog. CVPR 2017.



Answering Crowdsourcing Interface

Das et al. Visual Dialog. CVPR 2017.



Crowdsourcing Instructions

Das et al. Visual Dialog. CVPR 2017.



VisDial Statistics

• ~140,000 images (from COCO)

• ~2.4M QA pairs with 10 QA pairs per image

Das et al. Visual Dialog. CVPR 2017.



Popular Datasets

• GuessWhat?!

• VisDial



Popular Datasets: VisDial and GuessWhat?!

• What are biases of these datasets, and what might be the impact of 
such biases on models trained and evaluated on these datasets?
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GuessWhat?! Evaluation Metric

Chit-chat 

(want long dialogs)

Goal-oriented 

(want brief dialogs that lead 
to task accomplishment )

Predict correct object, given visual 
dialog and list of object options

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.



VisDial Evaluation Metric

Chit-chat 

(want long dialogs)

Goal-oriented 

(want brief dialogs that lead 
to task accomplishment )

Evaluate for each new QA pair the predicted ranking of 
answers using retrieval metrics (e.g., recall@k); 100 

candidate answers are provided with the visual dialog
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GuessWhat?! Baseline Model

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.

Input: dialog history, image, and…

Output: object

list of objects in the image



GuessWhat?! Baseline Model

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.
Image representation: FC8 features from VGG16 

Question representation: hidden state after 
feeding all images and questions as a sequence



GuessWhat?! Baseline Model

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.

Image and Question 
representations concatenated



GuessWhat?! Baseline Model

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.

Object representation: 
category and spatial features



GuessWhat?! Baseline Model

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.

Dot product taken between 
concatenated I+Q representation 

and all objects sent to softmax layer



GuessWhat?! Experimental Results

De Vries et al. GuessWhat?! Visual object discovery through multi-modal dialogue. CVPR 2017.
Ablation study that excluded image features revealed they are not helpful for prediction



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

Encoder DecoderData Data



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

Encoder: 
Memory 
network

Decoder:
Discriminator 

(softmax)

Question, image, and 
GT dialog history 
with image caption

Data



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

Image representation: l2-activations 
from penultimate layer of VGG-16



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

Question representation: last hidden 
representation from input question



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

Dialog representation: each 
caption and QA pair 
encoded by the same LSTM 
into hidden representations



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

Cross-modality representation: 
concatenated features followed 
by fully-connected layer with 
tanh activation function



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

New encoder representation: attention 
weight of each “fact” (i.e., caption, QA 
pair) for the multimodal query used to 
derive new representation



VisDial Baseline Model

Das et al. Visual Dialog. CVPR 2017.

Prediction: similarity between input 
encoding and each candidate answer 
measured using dot product; all 
results passed through softmax layer



Qualitative Results

Das et al. Visual Dialog. CVPR 2017.

(color intensity indicates attention to the fact)



Qualitative Results

Das et al. Visual Dialog. CVPR 2017.
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