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Review

• Last week:
• Copy right & images
• Image captioning applications
• Image captioning evaluation
• Crowdsourcing image captions

• Assignments (Class Website & Canvas)
• Lab 2 assignment due yesterday
• Project pre-proposal due yesterday
• Project Proposal due week

• Questions?



Today’s Topics

• Video classification and localization applications

• Evaluating video classification and localization

• Crowdsourcing video classification and localization

• Lab: video annotation & writing papers in latex
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Definitions

• Video Classification: tag key topical themes/activity/etc for a video

• Activity Localization: localize sub-clip of a video where activity occurs



Application: Video Search

300 hours of video uploaded every minute (https://merchdope.com/youtube-stats/)

https://merchdope.com/youtube-stats/


Application: Social Media Recommendations

“An estimated 12 million micro-videos are posted to Twitter each day. The number 
of microvideos produced surpasses the total inventory of YouTube every 3 months”
- “The Open World of Micro-Videos; Nguyen et al.; https://www.ics.uci.edu/~fowlkes/papers/nrfr_bigvision.pdf

https://www.ics.uci.edu/~fowlkes/papers/nrfr_bigvision.pdf


Application: Video Organization

Lists search results based on your collection of videos 
(spanning YouTube, news, movies, and more) in one list



Application: Automatically Remove 
Objectionable Content

And more listed here: https://www.youtube.com/about/policies/#community-guidelines



Applications

For what other applications might video 
classification and location be useful?
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Video Classification Evaluation

• Precision & Recall

https://en.wikipedia.org/wiki/Precision_and_recall: 

https://en.wikipedia.org/wiki/Precision_and_recall


Video Localization Evaluation

• Temporal intersection over union: checks if overlap of the predicted 
frame selection and ground truth exceeds a given threshold (e.g., 0.5)

• What is the IoU score for this example?
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ActivityNet

Fabian Caba Heilbron, Victor Escorcia, Bernard Ghanem, and Juan Carlos Niebles. 
ActivityNet: A Large-Scale Video Benchmark for Human Activity Understanding. CVPR 2015.

Focus on activities that humans spend 
most of their time doing in their lives



ActivityNet

Fabian Caba Heilbron, Victor Escorcia, Bernard Ghanem, and Juan Carlos Niebles. 
ActivityNet: A Large-Scale Video Benchmark for Human Activity Understanding. CVPR 2015.

1. Category Selection

* American Time Use Survey 
(ATUS) created by the 
Department of Labor organizes 
activities according to:
- social interactions 
- where activity usually occurs 
* Authors selected 203 from the 
2000+ activities in ATUS:
- 7 top-level categories: 
Personal Care, Eating and 
Drinking, Household, Working,…
- 4-level hierarchy
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Activity Classification: ActivityNet Challenge



Activity Classification: ActivityNet Challenge

Winner: highest scoring method on the hidden test set 



Activity Classification: ActivityNet Workshop

http://activity-net.org/challenges/2019/

http://activity-net.org/challenges/2019/
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YouTube-8M

1. Category Selection

Sami Abu-El-Haija, Nisarg Kothari, Joonseok Lee, Paul Natsev, George Toderici, Balakrishnan Varadarajan, and 
Sudheendra Vijayanarasimhan. YouTube-8M: A Large-Scale Video Classification Benchmark. arXiv 2016.

* Began with 50,000 video 
topics from YouTube’s 
“Knowledge Graph”

* Reduced to ~10,000 topics 
that most of 3 human raters 
indicate is distinguishable by 
visual information alone

* Kept YouTube categories that 
have 1, 000+ views, > 120 secs, 
< 500 secs, and >= 200 videos



YouTube-8M

1. Category Selection 2. Video Collection

Sami Abu-El-Haija, Nisarg Kothari, Joonseok Lee, Paul Natsev, George Toderici, Balakrishnan Varadarajan, and 
Sudheendra Vijayanarasimhan. YouTube-8M: A Large-Scale Video Classification Benchmark. arXiv 2016.

* Began with 50,000 video 
topics from YouTube’s 
“Knowledge Graph”

* Reduced to ~10,000 topics 
that most of 3 human raters 
indicate is distinguishable by 
visual information alone

* Kept YouTube categories that 
have 1, 000+ views, > 120 secs, 
< 500 secs, and >= 200 videos



YouTube-8M Challenge & Annual Workshop

https://research.google.com/youtube8m/workshop2019/

https://research.google.com/youtube8m/workshop2019/


Video Classification & Localization Datasets
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Charades

Gunnar A. Sigurdsson, Gul Varol, Xiaolong Wang, Ali Farhadi, Ivan Laptev, and Abhinav Gupta. 
Hollywood in Homes: Crowdsourcing Data Collection for Activity Understanding. ECCV 2016.

1. Video Script Generation

* Authors identified 15 indoor 
scenes in residential homes 
(e.g., living room, home office)
* Most common nouns and 
verbs in these scenes analyzed 
from 549 movie scripts resulting 
in 40 objects and 30 actions
* Crowd workers generated 
scripts describing commonplace, 
realistic activities that involve 2 
objects & 2 actions (given a 
scene, 5 objects, & 5 actions)
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2. Video Collection

* Crowd workers 
recruited to record 
30s videos of them 
executing the 
scripts

Demo of videos
https://www.youtube.com/watch?v=x9AhZLDkbyc



Charades

1. Video Script Generation

* Authors identified 15 indoor 
scenes in residential homes 
(e.g., living room, home office)
* Most common nouns and 
verbs in these scenes analyzed 
from 549 movie scripts resulting 
in 40 objects and 30 actions
* Crowd workers generated 
scripts describing commonplace, 
realistic activities that involve 2 
objects & 2 actions (given a 
scene, 5 objects, & 5 actions)

Gunnar A. Sigurdsson, Gul Varol, Xiaolong Wang, Ali Farhadi, Ivan Laptev, and Abhinav Gupta. 
Hollywood in Homes: Crowdsourcing Data Collection for Activity Understanding. ECCV 2016.

2. Video Collection

* Crowd workers 
recruited to record 
30s videos of them 
executing the 
scripts

3. Category Selection

* AMT workers 
recruited to watch 
each video and 
create a description
* Automatically 
identified 
“interacted objects” 
mentioned both in 
script & description
* 150 actions chosen 
following crowd 
worker verification

4. Activity Localization

* Crowd workers then 
annotated the start/end times 
for each activity in each video



Charades Challenge & Annual Workshop

http://vuchallenge.org/charades.html

http://vuchallenge.org/charades.html
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Kinetics-400

1. Category Selection

* Categories taken from existing 
action datasets, motion capture 
datasets, and AMT workers 
feedback about more suitable 
categories

Will Kay al. The Kinetics Human Action Video Dataset. arXiv 2017.

2. Video Collection 3. Video Verification

* AMT worker 
verifies action is 
present in the video 
for 20 videos per HIT
* Honeypot videos 
used to prompt a 
warning to workers 
when their accuracy 
falls below 50% 
* Label determined 
by majority of 5 
workers

* Action recognition 
classifiers applied to 
identify relevant 
clips (5 seconds 
before plus 5 
seconds after image 
where activity is 
recognized)



Kinetics-400

Will Kay al. The Kinetics Human Action Video Dataset. arXiv 2017.



Kinetics Challenge & Annual Workshop

http://activity-net.org/challenges/2019/tasks/guest_kinetics.html

http://activity-net.org/challenges/2019/tasks/guest_kinetics.html
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Something-something

1. Category Selection

* Authors created 175 
something-something templates

Goyal et al. The “something something” video database for learning and evaluating common sense. ICCV 2017.

e.g.,



Something-something

1. Category Selection

* Authors created 175 
something-something templates

Goyal et al. The “something something” video database for learning and evaluating common sense. ICCV 2017.

2. Video Collection

* Crowd workers 
submit videos of 
them recording an 
implementation of 
the template



UI

Goyal et al. The “something something” video database for learning and evaluating common sense. ICCV 2017.



UI

Goyal et al. The “something something” video database for learning and evaluating common sense. ICCV 2017.



Something-something Challenge

https://20bn.com/datasets/something-something

https://20bn.com/datasets/something-something
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Moments in Time

1. Category Selection

* Initial list of 4,500 most 
common verbs listed in VerbNet

* Automated clustering of verbs 
to distill them to 339 verbs that 
are both visual and unique

Matthew Monfort et al. Moments in Time Dataset: one million videos for event understanding. PAMI 2018.

2. Video Collection 3. Video Verification

* AMT worker 
verifies action is 
present in the video 
for 74 videos per HIT
* First 4 videos used 
solely for training
* 10 videos used for 
honeypot testing, 
with results used 
when 90%+ accuracy
* Use majority label 
from 3+ workers

* Candidate videos 
collected from 
Youtube, Flickr, 
Vine, Metacafe, 
Peeks, Vimeo, 
VideoBlocks, Bing, 
Giphy, The Weather 
Channel, and Getty-
Images for entire 
vocabulary
* Random 3 second 
clip used per video



Moments in Time Challenge & Workshop

http://moments.csail.mit.edu/challenge.html

http://moments.csail.mit.edu/challenge.html
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HACS

1. Category Selection

* Same categories as used in 
ActivityNet-1.3

Hang Zhao, Antonio Torralba, Lorenzo Torresani, and Zhicheng Yan. HACS: Human Action 
Clips and Segments Dataset for Recognition and Temporal Localization. arXiv 2019.

2. Video Collection 3. Video Verification

* AMT worker 
verifies action for up 
to 200 videos/HIT

* Only include video 
when at least 2 of 3 
workers indicate the 
action is present

* 1.5 2-second clips 
sampled from 504k 
retrieved videos



HACS

Hang Zhao, Antonio Torralba, Lorenzo Torresani, and Zhicheng Yan. HACS: Human Action 
Clips and Segments Dataset for Recognition and Temporal Localization. arXiv 2019.



HACS Challenge and Workshop

http://hacs.csail.mit.edu/

http://hacs.csail.mit.edu/


Discussion: Video Classification Costs

Assume the task is to classify the presence of 10 activities in 1,000,000 
3-minute videos.  How much do you believe it will cost in US dollars to 
collect all the crowdsourced annotations for the datasets?  
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• Lab: video annotation & writing papers in latex


