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Review

• Last lecture
• Josh Myers-Dean on “Tuning Foundation Models”

• Assignments (Canvas)
• Lab assignment 3 due tomorrow (Friday) night

• Final project outline due in 3 weeks

• Questions?
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Most Code for a DL System Is Not for DL

Sculley et al. Neurips 2015
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Researchers Have Examined Efforts to 
Build Software with AI Capabilities; e.g., 

Amershi et al. ICSE-SEIP 2019

Course Scope

Common ML Workflow (from Microsoft Study of Software 
Teams Building Software Applications with AI Capabilities)



Frequently Asked Questions in Deep Learning

Zhang et al. An Empirical Study of Common Challenges in Developing Deep Learning Applications. ISSRE 2019

Source: 39,628 Stack 
Overflow questions from a 
dump in December 2018 with 
one of these tags: tensorflow, 
pytorch, or deeplearning4j

Approach: human labeling 
for initial set followed by 
automated labeling
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Key Theme: Not Only Code, But Also 
Data Is Core to Software Engineering

Amershi et al. ICSE-SEIP 2019



(CHI 2021)



Key Data Collection Approaches

• Human-labeled: e.g., ImageNet, VQA, COCO-Captions
• What data?
• What annotation protocol and interface?
• Who annotates?
• How to ensure high-quality results?

• Internet-curated: e.g., for GPT-3 and CLIP
• How to crawl the dataset?
• How to verify crawled data can be used (e.g., copyright laws)?
• How to verify the data is sufficient quality for learning (e.g., discard pages with 

“lorem ipsum”, few words, and dirty/obscene language)? 

• Authentic use cases: e.g., VizWiz
• How to obtain real users’ data?
• How to remove all private information?



Common Challenge: Suitable License; e.g.,

https://teaching.resources.osu.edu/teaching-topics/simple-guide-creative-commons



Common Challenge: Suitable License; e.g.,

ImageNet redacted:

https://www.nature.com/articles/s42256-022-00442-2



Common Crawl no longer 
includes millions of URLs 
to copyrighted content!

https://www.businessinsider.com/new-york-times-content-removed-common-crawl-ai-training-dataset-2023-11

Common Challenge: Suitable License; e.g.,



Other Considerations

• Storage costs

• Efficient visualization/search tools

• Data scale (e.g., how to collect rare content; e.g., medical/satellite-based)

• Data distribution (e.g., what’s the skew of representation across contents)
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Model Maintenance

Amershi et al. ICSE-SEIP 2019



Testing Frameworks

Zhang et al. Machine Learning Testing: Survey, Landscapes and Horizons. IEEE Transactions on Software Engineering 2020

Often need rapid release cycles of new models 
to support current trends, given how quickly 
data can become outdated; e.g., evolving

• shopping products
• politics (e.g., who is current president)
• building/product designs (e.g., for blind 

people’s visual interpretation services)



Testing Frameworks

Data suites often are created to test 
hard cases and/or a model’s “ethics”

Zhang et al. Machine Learning Testing: Survey, Landscapes and Horizons. IEEE Transactions on Software Engineering 2020



Unique Software Engineering Requirements

• Unlike traditional software development:

• Modular design is challenging for DL components (we often choose DL 
because it is impractical to identify human-based rules)

• Data management and versioning is critical
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What are you currently working on related to DL, and how 
do you spend your time when developing DL methods?

NickEverleyNeelima



Neelima: Background

Graduated from UC San Diego in 2021 with a degree in Mathematics and CS

Worked for the Department of Defense for around 2 years

- Project War-Gaming: 
- Leveraged Deep Reinforcement Learning

- Project: Object (Target) Tracking
- Training an RNN on our data to be able to track a target without human 

input

Wanted to explore more problems in computer vision, especially object tracking 



Neelima: Current Research 

Leveraged contrastive learning models to understand how data augmentation can 
improve small object detection

Benchmarking and evaluating state of the art foundation models (like SAM2) for 
novel tasks

Fine-tuning state of the art models on our custom datasets

Working to create a new tracking model to simultaneously track an object and its 
respective parts across a video.



Neelima: Evaluating 
Models for a Novel Task

1. Develop a general idea for what a successful model would be able to accomplish

2. Find existing models that solve a task that is very similar to your novel task, and 
note the evaluation metrics used to evaluate those models

3. Adapt those evaluation metrics to your novel task, and note how the metrics 
might change given your current problem. 

4. Analyze where the evaluation metrics show the weakness of the model 

5. Analyze the qualitative aspects of your results. Are the quantitative results 
reflecting what you observe visually? 



Nick: Background

• Rutgers class of 2021 (math and EE)

• Various DL research projects including audio processing and music 
composition

• Software engineer (low level C/Cuda) 2021-23

• Real time ultra high-res video processing (10-12k)

• PhD program at CU starting F23

• Focus on efficient DL and the foundations of learning



Nick: Current Research

⚫ Common goal: obtain good performance with fewer computational resources

⚫ Knowledge Distillation: an architectural perspective

⚫ Extract “dark knowledge” from large teacher models

⚫ Instill the knowledge into small student models to improve efficiency

⚫ Logits and hidden layer “latent representations” are the most common bridges between 
teacher and student

⚫ Core-set Selection: a dataset-centric perspective

⚫ Extract the “most informative” samples from large scale datasets 

⚫ Dataset Distillation: a dataset-centric perspective

⚫ Reverse engineer synthetic training samples from model gradients

⚫ Real world training time is a function of architectural and dataset perspectives!



Nick: Current Research

⚫ Some interesting questions for DL:

• Do all layers learn to do the same thing? 

• What is generalization? Can we explicitly model it?

• Is backpropagation necessary?

• Can a single theory describe all architectures? Could we use such a theory to 
guide the creation of new architectures?

• What are the limitations of “low-order” linear algebra?



Nick: Practical Challenges in DL

⚫ Breakdown of time spent working on DL projects/ideas

⚫ Ideation and theory: 40%

⚫ Codebase dev and building tools: 30%

⚫ Running experiments and analyses: 20%

⚫ Debugging: 10%

⚫ Code quality and reproducability

⚫ Many research code-bases are poorly written, buggy, and hard to use

⚫ Code is rarely optimized

⚫ Codebases often reveal details that were “swept under the carpet” by the original papers

⚫ Managing hyper-parameter explosions

⚫ Keep close track of experiments! 

⚫ It’s worth it to invest in scripts and tools to organize results



Nick: Tips & Suggestions

⚫ Don’t be afraid to re-implement models/techniques/ideas yourself!

⚫ Valuable learning experience that helps find bugs or errors in existing code. You 

might even make things run faster!

⚫ Pay attention to the details!

⚫ Most deep learning libraries are very high level, and don’t expose many details 

of function implementations. It’s easy to not notice subtle bugs as a result.

⚫ Be careful with library versions, CUDA driver versions, etc…

⚫ Sometimes “bugs” can simply be the result of version mis-matches



Everley Tseng

36

4th year PhD student advised by Dr. Danna Gurari

BS - Engineering and System Science (Electronic Engineering)

MS - Computer Science (Computational Intelligence)

Industry - Computer Vision Engineer

PhD - Computer Science

2017

2019

2021

Present



DL Research Areas Application Aspects

Computer Vision

Dataset Curation

Model Benchmarking

Accessibility

Data Privacy
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Future Challenges

1. Too many new methods and 
algorithms to follow

2. Frequent SOTA revolutions
3. Too many variants to 

experiment
4. Lack of computing resource

Gain more experience.

Know what you need,
and learn what you can!



Students’ questions?

NickEverleyNeelima
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