
Foundation Models 
and Prompts

Danna Gurari
University of Colorado Boulder

Spring 2025

https://dannagurari.colorado.edu/course/neural-networks-and-deep-learning-spring-2025/



Review

• Last lecture:
• Other data modalities
• Internet-scale trained models
• Scaling laws
• Lab assignment 3: multimodal task
• Programming tutorial

• Assignments (Canvas):
• Lab assignment 3 due in 1 week

• Questions?
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Focus for 2010s: Closed-World Problems

Learning works well with “big” labeled datasets for the target task!
Kamath, Liu, and Whitaker. Deep Learning for NLP and Speech Recognition. 2019.



Closed-world/Closed-set: 
assumes all target classes 
are available at training

Vocabulary / Language
Open world/In the wild for 
different tasks (e.g., detection): 
succeed for all categories, whether 
seen or not seen during training

Open Problems: Beyond Closed-World Setting

Out-of-domain/Robustness Testing: 
same content observed differently

https://arxiv.org/pdf/2210.09263.pdf

Open vocabulary and Zero-shot: 
generalize to task with no labeled 
training data for the target task (e.g., 
novel categories), where the former 
problem permits annotations with 
novel category (for a different task)



Closed-world/Closed-set: 
assumes all target classes 
are available at training

Vocabulary / Language

Out-of-domain/Robustness Testing: 
same content observed differently

Open set classification/Out-of-distribution Detection:
predict whether a sample is drawn from the distribution observed at training time

Open world/In the wild for 
different tasks (e.g., detection): 
succeed for all categories, whether 
seen or not seen during training

Open Problems: Beyond Closed-World Setting

Open vocabulary and Zero-shot: 
generalize to task with no labeled 
training data for the target task (e.g., 
novel categories), where the former 
problem permits annotations with 
novel category (for a different task)

https://arxiv.org/pdf/2210.09263.pdf



Perrett et al. Use Your Head: Improving Long-Tail Video Recognition. CVPR 2023.

Beyond “Big” Data: Few-Shot Learning

Learning with Limited Labeled Data



Beyond “Big” Data: Few-Shot Learning Intuition

https://www.youtube.com/watch?v=9j4iH9TPTd8

Given one example per category, identify the category of the query 



Beyond “Big” Data: Zero-Shot Learning Intuition

What is this?

How many examples do you think you would need to see to recognize one of these?



Beyond “Big” Data: Zero-Shot Learning Intuition

Could see 0 examples if you knew the object fuses a person on top with a horse on the bottom



Beyond “Big” Data: Zero-Shot Learning Intuition

Could see 0 examples of a zebra if you knew it looks like a horse with black and white stripes
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New Paradigm:
 

Foundation Models Can Generalize Beyond 
Closed-World Settings With Limited Training Data



Definition of “Foundation Model”

Bommasani et al. On the Opportunities and Risks of Foundation Models. arXiv 2021.

Coined in 2021, it references the recent paradigm shift to develop 
a single model that can implicitly support many downstream tasks. 



Training and Evaluating Foundation Models

Evaluate with modern 
benchmark datasets for many:

1. Different tasks (e.g., object 
recognition, scene classification) 

2. Different distributions of the 
same task (e.g., ImageNet vs 
data from blind people)

Bommasani et al. On the Opportunities and Risks of Foundation Models. arXiv 2021.



A Transition from Specialist 
to General-Purpose Models

Li et al. Multimodal foundation models: From specialists to general-purpose assistants. 2024.

today’s scope next lecture



Emergent Abilities from Foundation Models

In 2020, we observed a model can be used as is 
for many downstream tasks with just prompting!

https://docs.graphcore.ai/projects/bert-training/en/latest/bert.html

Inference



Pioneering Methods: Historical Context
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Today’s Topics

• Motivation

• Foundation Models

• Prompting “Large Language Models” for NLP

• Prompting “Large Vision Models” for Computer Vision

• Prompting “Large Multimodal Models”



Starting Point: Better Performance from 
Increasing Model and Dataset Sizes (Scaling Law) 

https://medium.com/building-the-metaverse/the-metaverse-and-artificial-intelligence-ai-577343895411



(GPT-3; Neurips 2020)



Architecture: 
Scaled-Up GPT-2 (aka GPT-3)

GPT-2 architecture with minor modifications; e.g.,

- More layers (96 vs 48) and so parameters (175B vs 1.5B)

- Accepts up to 2,048 input tokens instead of 1,024 tokens. 
Is the input size equivalent to approximately:
(a) 1/3 single-space page
(b) 1 single-space page
(c) 3 single-space pages

Is this model (a) discriminative or (b) generative?

Radford et al. Improving Language Understanding by Generative Pre-Training. Technical Report 2018.



Training Data:
Scaled-Up from GPT-2 (web archives without HTML markup and 

non-text content https://commoncrawl.org/)

(Noisy, lower quality Common Crawl data spanning 41 monthly crawls from 
2016 to 2019, supplemented with 4 high-quality datasets)

Language composition: by word count, 93% English

How many GB for training? ~(a) 6, (b) 60, (c) 600, (d) 6,000 
Could the entire dataset fit on your personal computer? 

- Not mine (it has ~250GB)
Brown et al. Language Models are Few-Shot Learners. Neurips 2020.



Training Protocol 

• Same objective as GPT (predict next word)

• Higher quality datasets sampled more often (and so potential overfitting)

• Trained on V100 GPUs for 3.14E+23 flops (floating point operations)

• What do you think is the most accurate estimate for the training cost?

(a) ~$5,00

(b) ~$50,000

(c) ~$500,000

(d) ~$5,000,000

• Required ~1.3 Gigawatt-hours of electricity (enough to power 121 homes in 
America for a year)



Two Key Emergent Abilities

• In-context learning: model completes document in 
format modeled by task-specific examples 

• Chain-of-thought (CoT) prompting: model conveys 
its reasoning process when completing the task



Intuition: Can You Learn to Recognize 
Something With Zero/Few Examples?

https://www.youtube.co
m/watch?v=9j4iH9TPTd8



So Can GPT-3 with Prompts: Instructions + 
Examples (Latter Called “In-Context Learning”)

Brown et al. Language Models are Few-Shot Learners. Neurips 2020.

(Typically uses maximum amount of examples that 
can fit in 2,048 sized context window: ~10 to 100)



Prompt Designed Per Dataset; e.g.,

Brown et al. Language Models are Few-Shot Learners. Neurips 2020.



Example Result: Fake News Generation

Brown et al. Language Models are Few-Shot Learners. Neurips 2020.



Results: Smooth Scaling with Model Capacity
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What is the trend for 
zero-shot performance? 
(recall zero-shot example)



Results: Smooth Scaling with Model Capacity

What is the trend for 
one-shot performance? 
(recall one-shot example)
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Results: Smooth Scaling with Model Capacity

What are trends from 
providing more than one 
example to the model? 
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Performance gap 
between 3 settings 
grows, suggesting 
larger models learn 
BETTER from examples



Summary of GPT-3 Findings

Tested on 10s of NLP datasets, showing strong performance 
overall and occasionally state-of-the-art performance 

(outperforming fine-tuned methods)!

Brown et al. Language Models are Few-Shot Learners. Neurips 2020.



Two Key Emergent Abilities

• In-context learning: model completes document in 
format modeled by task-specific examples 

• Chain-of-thought (CoT) prompting: model conveys 
its reasoning process when completing the task



Intuition: How Much Reasoning Do You Do?

• What is 2 + 2?
• 4

• What is 24 x 14?
• My reasoning process: 

• 24 x 10 = 240

• 24 x (14-10) = 24 x 4 = 96

• 240+96 = 336 (final answer!)

• Did you follow the same or a different reasoning path to generate the answer?

• We can also encourage a model to reason/think before responding



(Pioneering paper; Neurips 2022)



CoT Prompting

Wei et al. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models. Neurips 2022.

Guides model to 
show intermediate 
reasoning steps



CoT Prompting: Why Does it Work?

Wang et al. Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters. arXiv 2022.

Performance can still 
improve with invalid 
examples, suggesting 
benefit of examples is 
revealing target format



CoT Prompting Enhancement: Self-Consistency

Wang et al. Self-consistency Improves Chain of Thought Reasoning in Language Models. ICLR 2023.

Permit multiple 
reasoning paths 
and use the 
most common 
response! 



CoT Prompting Enhancement: Self-Consistency

Wang et al. Self-consistency Improves Chain of Thought Reasoning in Language Models. ICLR 2023.

Introduces diversity by randomly sampling, at each time step, the 
next token from top K most probable tokens (from softmax layer)



CoT Variant

Models perform 
better even when 
just asked to 
reason slowly

(Examples from GPT-
3)

Kojima et al. Large Language Models are Zero-Shot Reasoners. Neurips 2022.



These Findings Helped Inspire a New Era 
of Foundation Models and Prompts

• In-context learning: model completes document in 
format modeled by task-specific examples 

• Chain-of-thought (CoT) prompting: model conveys 
its reasoning process when completing the task



e.g., 

https://github.com/Mooler0
410/LLMSPracticalGuide

GPT-3.5



November 2022: The Release of ChatGPT 
Changed the World’s Expectations from AI…

https://openai.com/blog/chatgpt

And helped NVIDIA, OpenAI’s GPU provider, get much 
richer ☺ (market value of $4.3 TRILLION in Jan 2025)

~8-fold rise 
in value



(Excellent Summary of Prompts; ACM Surveys 2023)



(Another Excellent Read; arXiv 2023)

e.g., “The Persona” Pattern

- “From now on, act as a security reviewer. Pay close attention to the security details of any code that we look at. 
Provide outputs that a security reviewer would regarding the code.”

- “You are going to pretend to be a Linux terminal for a computer that has been compromised by an attacker. When 
I type in a command, you are going to output the corresponding text that the Linux terminal would produce.”



To Help With Prompt Engineering, 
Many Companies Now Sell Prompts; e.g.,



Prompt Engineering Work Also Helped 
Inspire Rise of “Reasoning” Models; e.g.,

• Sep 2024: OpenAI’s 01, world’s first reasoning model

• Nov 2024: Alibaba’s QWQ, or Questions with Qwen 
(model open-source; extends Meta’s Llama)

• Dec 2024: Google’s Gemini Flash Thinking and OpenAI’s 03

• Jan 2025: DeepSeek’s R1 (model open-source)



To Help With Leveraging These Huge Models, 
Companies Now Sell Access to Them; e.g.,



Programming Tutorials

• Everley’s programming tutorial for Hugging Face Inference Playground

• Ch 6 of this book:
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Motivating Observation

• Foundation models achieve better performance for NLP tasks when 
provided “in-context” examples. 
• i.e., [Task description, Examples, Prompt]

• e.g., “Translate English to Spanish. Computer -> Computadora. Vision ->

• Idea: Use in-context few-shot learning for image-based prompts



Novel Idea: Image Inpainting

Bar et al. Visual Prompting via Image Inpainting. Neurips 2022.

Designed to adapt to any “image-to-image translation” task 
by using the model as is (e.g., no fine-tuning required)



Approach: Prompting for Image Inpainting

Bar et al. Visual Prompting via Image Inpainting. Neurips 2022.



Approach

Extended in 2023 
to standard vision 
benchmarks: 

Wang et al. Images Speak in Images: A Generalist Painter for In-Context Visual Learning. CVPR 2023.



Training: Masked Image Modeling

Uses self-supervised 
learning such that the 
model predict values 
in masked out patches 

Uses standard vision 
benchmarks for each 
evaluated task

Wang et al. Images Speak in Images: A Generalist Painter for In-Context Visual Learning. CVPR 2023.



Experimental Results

(Used in prompt the best performing example-per pair 
per task from all examples in the training dataset)

Model achieves state-of-the-art performance on depth 
estimation for NYUv2 dataset and outperforms other 

generalist models on several more tasks.

Wang et al. Images Speak in Images: A Generalist Painter for In-Context Visual Learning. CVPR 2023.



Qualitative Results: In-Domain Results

Wang et al. Images Speak in Images: A Generalist Painter for In-Context Visual Learning. CVPR 2023.
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Qualitative Results: In-Domain Results

Wang et al. Images Speak in Images: A Generalist Painter for In-Context Visual Learning. CVPR 2023.



Qualitative Results: Open-Vocabulary Results 
(i.e., Categories Not Seen at Training)

Wang et al. Images Speak in Images: A Generalist Painter for In-Context Visual Learning. CVPR 2023.

Shows in-context examples, prompts, and 
predictions for keypoint detection, object 
segmentation, and instance segmentation
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(Pioneering LMM; Neurips 2022)



Wadekar et al. The Evolution of Multimodal Model Architectures. arXiv 2024.



Key Challenge: Interleaved Image-Text Input

Alayrac et al. Flamingo: A Visual Language Model for Few-Shot Learning. Neurips 2022.



Achieved Strong Zero-Shot Performance with 
Multimodal Prompts for Many Tasks; e.g.,

Alayrac et al. Flamingo: A Visual Language Model for Few-Shot Learning. Neurips 2022.



Achieved Strong Zero-Shot Performance with 
Multimodal Prompts for Many Tasks; e.g.,

Alayrac et al. Flamingo: A Visual Language Model for Few-Shot Learning. Neurips 2022.



Results: Larger Models Perform Better

What are trends for different model sizes and 
numbers of “shots”? 

Largest model achieved state-of-the-art on 6 
of 16 tasks, outperforming fine-tuned models

Alayrac et al. Flamingo: A Visual Language Model for Few-Shot Learning. Neurips 2022.



LMMs Extending Beyond Language + Vision

• e.g., PandaGPT: text, image, video, audio, and sensors for depth (3D), 
thermal (infrared radiation), or inertial measurement units (IMU)  of 
motion and position; connects objects with sound, 3D shape, 
temperature, and motion

• e.g., SpeechGPT: language and speech

• e.g., NExT-GPT: text, images, videos, and audio



Class Discussion: What are Risks of Using 
Foundation Models (Today, Generative AI)?

• Model biases/limitations can affect all downstream models



Scaling Laws Still In Play: Training Costs 
(and Emergent Abilities) Are Soaring

https://epoch.ai/blog/how-much-does-it-cost-to-train-frontier-ai-models

“Existential” threat for those without “deep pockets”; how to make a contribution?



Next Two Lectures: How Can You Contribute to Neural 
Networks and Deep Learning in this “Scaling Law” Era?
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