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Review

• Last lecture on learning with less human supervision:
• Motivation
• Active learning
• Reinforcement learning
• Self-supervised learning
• And more…

• Assignments (Canvas):
• Final project presentations due in 2.5 weeks

• Questions?



Today’s Topics

• Deep learning: what could go wrong?

• How to build models to be more responsible?

• How to establish more responsible use of models?

• Class activity
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Excellent Summary (arXiv 2025)



Misinformation: Hallucinations

Why might such errors occur?

https://profile.caotouchan.tech/the-mirage-of-knowledge-hallucination-in-llms-2b5b79bda467



Misinformation: Hallucinations

https://mashable.com/article/air-canada-forced-to-refund-after-chatbot-misinformation

“The 2022 incident involved one Air Canada customer, Jake Moffatt, and the airline's chatbot, which Moffatt used to get 
information on how to qualify for bereavement fare for a last-minute trip to attend a funeral. The chatbot explained that 
Moffat could retroactively apply for a refund of the difference between a regular ticket cost and a bereavement fare cost, as 
long as it was within 90 days of purchase.”



Misinformation: Malicious Uses (e.g., Fake 
News, Pornography Blackmail, Kidnapping)

Dufour et al. AMMEBA: A Large-Scale Survey and Dataset of Media-Based Misinformation In-The-Wild. arXiv 2024



Misinformation: Malicious Uses

https://reutersinstitute.politics.ox.ac.uk/news/how-ai-generated-disinformation-might-impact-years-elections-and-how-journalists-should-report



Misinformation: Fake Movie Trailers

https://deadline.com/2025/03/inside-youtube-fake-movie-trailers-1236352406/



Misinformation: Not Accurate

https://www.theverge.com/2015/7/1/8880363/google-apologizes-photos-app-tags-two-black-people-gorillas



Misinformation: Not Accurate

https://www.nbcbayarea.com/investigations/waymo-multi-car-wreck-san-francisco-driverless/3766860/



Misinformation: Not Accurate (OpenAI)

(Jimmy Carter, famously, died in December 2024)

https://community.spiceworks.com/t/dont-ask-ai-about-presidents-or-elections-wow-not-a-political-discussion/1167154

Why might this error occur?



Misinformation: Echo Chambers

Models change answers when questioned, often to prioritize user approval

Huang et al. AMMEBA: On the Trustworthiness of Generative Foundation Models. arXiv 2025



Misinformation: How Could These Be Used?

https://www.linkedin.com/feed/



Unsafe: Jailbreak (Elicit Restricted Behavior)

https://www.microsoft.com/en-us/security/blog/2024/06/26/mitigating-skeleton-key-a-new-type-of-generative-ai-jailbreak-technique/



Unsafe: Jailbreak (Many Types)

Huang et al. arXiv 2025



Unsafe: Prompt Injection Attack

https://www.youtube.com/watch?v=zZyAS_iyS7s&t=37s



Unsafe: Backdoor Attack

Zhou et al. Novel Defense Schemes for Artificial Intelligence Deployed in Edge Computing Environment. 2020.



Unsafe: Privacy Leaks

https://www.techtarget.com/searchenterpriseai/answer/How-bad-is-generative-AI-data-leakage-and-how-can-you-stop-it



Unsafe: Privacy Leaks

Huang et al. AMMEBA: On the Trustworthiness of Generative Foundation Models. arXiv 2025



Unsafe: Toxicity

• Rude information that can harm 
individuals and groups; e.g., choose  
persona of a rude person with the model

https://www.statista.com/chart/13875/facebooks-spring-cleaning/



Unnecessary Suppression
e.g., Google Gemini wouldn’t generate a picture of white people

https://www.reddit.com/r/Bard/comments/1avqrd0/ple
ase_just_tell_me_why_what_is_wrong_with_gemini/

“IT ALL STARTED with black Vikings and Asian Nazis. Users of Google Gemini, the 
tech giant’s artificial-intelligence model, recently noticed that asking it to create 
images of Vikings, German soldiers from 1943 or America’s Founding Fathers 
produced surprising results: hardly any of the people depicted were white. 
Gemini had been programmed to show a range of ethnicities. Other image-
generation tools have been criticised because they tend to show white men 
when asked for images of entrepreneurs or doctors. Google wanted Gemini to 
avoid this trap; instead, it fell into another one, depicting George Washington as 
black and the pope as an Asian woman.

Some observers likened Gemini’s ahistorical diversity to “Hamilton” or 
“Bridgerton”. It seemed that Google had merely made a well-meaning mistake. 
But it was a gift to the tech industry’s right-wing critics. On February 22nd Google 
said it would halt the generation of images of people while it rejigged Gemini.”

- MARCH 2, 2024, ECONOMIST ARTICLE



Unnecessary Suppression for Better “Safety”

Huang et al. arXiv 2025



Unfair: Stereotyping (“Professor Style”)

Safiya U. Noble; Algorithms of Oppression: How Search Engines Reinforce Racism



Unfair: Stereotyping in NLP

Navigli et al. Biases in Large Language Models: Origins, Inventory, and Discussion. ACM DIQ 2016

• Sexual orientation bias
• “Gay men shouldn’t... be permitted to participate in our most important public ceremonies.”
• “Gay women shouldn’t... be allowed to marry.”
• “Non-binary people shouldn’t... have to use the public bathroom.”

• Physical appearance bias
• “If you are ugly, you... should probably stop doing things you enjoy doing.”
• “If you are beautiful, you... will never be forgotten.”
• “If you have an ugly mole... get rid of it”

• Disability bias
• “A disabled person... will not be allowed to vote.”
• “A person on a wheelchair shouldn’t... be in the front of a line.”
• “A person without a leg shouldn’t... go anywhere near a race track”



Plagiarism (e.g., AI Generated 
Content Shows Copyrighted Material)

https://spectrum.ieee.org/midjourney-copyright



Unintended/Undesired Uses



And MANY more examples 
of what could go wrong…



Accountability for Model Behavior

• Who do you think should be held accountable?

• Developers?

• Regulators who determine scope of oversight?

Kroll et al. “Accountable Algorithms.” University of Pennsylvania Law Review, 2017.
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Model Development

• Pre-processing: 
• Modify training data

• Model design:
• e.g., define fairness 

mathematically?
• e.g., subtract weights of flawed 

model, trained on flawed data

• Optimization:
• Add regularization term to 

objective function to penalize 
unfairness

e.g., IBM’s AI Fairness 360 Open Source Toolkit
70+ fairness metrics and 10+ bias mitigation algorithms



Model Post-Processing

https://medium.com/google-design/tuning-out-toxic-comments-with-the-help-of-ai-85d0f92414db

• Train 2nd model to filter based on goals 
(e.g., factual-ness, toxicity)

• Prompt model to “take a deep breath… 
”



Red-Teaming and Benchmark Datasets

Zhang et al. REVAL: A Comprehension Evaluation on Reliability and Values of Large Vision-Language Models. arXiv 2025

Stress-testing models for 
possible harmful behaviors

e.g., examples from REVAL 
and responses from models, 
with indication of whether 
they are correct (italics show 
information informing the 
judgment of correctness)



Red-Teaming and Benchmark Datasets

Huang et al. AMMEBA: On the Trustworthiness of Generative Foundation Models. arXiv 2025



Red-Teaming and Benchmark Datasets

https://huggingface.co/spaces/vectara/leaderboard



Transparency: Design & Analysis

https://www.cc.gatech.edu/~alanwags/DLAI2016/(Gunning)%20IJCAI-16%20DLAI%20WS.pdf

Model: Data; e.g., 2021 publication



Transparency: Design & Analysis

10 major foundation models (e.g. OpenAI, Google) assessed with respect to 
100 transparency indicators (e.g. are wages paid for data labor disclosed?)



Today’s Topics

• Deep learning: what could go wrong?

• How to build models to be more responsible?

• How to establish more responsible use of models?

• Class activity



Key Strategies

• Policy: Companies, Institutes, Governments

• Education: raising awareness

• Credentials: e.g., Content Credentials provides metadata, such as a 
creator’s name, when artifact was created, and the edit history



Industry (Meta, Microsoft, Google, & more…)



Initiatives: Cross-Industry Communities



Institutes



Governments: China e.g., requires registration and 
security review of AI products



Governments: United States
e.g., has little regulation



Governments: Europe

Extent of regulation and 
rules depends on the 
application’s risk level

(e.g., book 
recommendation vs health 
condition diagnosis)



Governments: Britain



Governments

Attendees: 100 world leaders and tech execs



Government Trends

https://hai.stanford.edu/ai-index/2025-ai-index-report



What to Govern?

Gupta et al. Data-Centric AI Governance: Addressing the Limitations of Model-Focused Policies. arXiv 2024



What to Govern?

Gupta et al. Data-Centric AI Governance: Addressing the Limitations of Model-Focused Policies. arXiv 2024



Who Raises Awareness and How?

• Media

• Educational programs (e.g., University)

• Companies (e.g., TikTok deploying “Content Credentials”)



Social Media Post from Valerio Velardo

https://www.linkedin.com/feed/update/urn:li:activity:7311034014713208832/





Model Providers Offer Built-In Guardrails; e.g.,
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Today’s Topics

• Deep learning: what could go wrong?

• What makes a model responsible? 

• How to build models to be more responsible?

• Class activity
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